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Wonder is the desire to understand an observation whose cause eludes us or exceeds our knowledge. So wonder can stimulate pleasure, insofar as it stimulates a hope of understanding what we observe. This is why wondrous things please us.

- Thomas Aquinas, Summa Teologica, Prima pars secundæ partis, q. 32 art. 8 co. (loose translation)
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## Nomenclature

[r] the element $r+n \mathbb{Z}$ of $\mathbb{Z}_{n}$
$\langle g\rangle \quad$ the group (or ideal) generated by $g$
$r \quad$ the identity element of a monoid or group
$\|P\|_{\text {sq }} \quad$ the sqare distance of the point $P$ to the origin
$a \equiv{ }_{d} b \quad a$ is equivalent to $b$ (modulo $d$ )
$A_{3} \quad$ the alternating group on three elements
$A \triangleleft G \quad$ for $G$ a group, $A$ is a normal subgroup of $G$
$A \triangleleft R \quad$ for $R$ a ring, $A$ is an ideal of $R$
$[G, G]$ commutator subgroup of a group $G$
$[x, y]$ for $x$ and $y$ in a group $G$, the commutator of $x$ and $y$
$D_{n}(\mathbb{R})$ the set of all diagonal matrices whose values along the diagonal is constant
$d \mathbb{Z} \quad$ the set of integer multiples of $d$
G/A the set of left cosets of $A$
$G \backslash A \quad$ the set of right cosets of $A$
$g A \quad$ the left coset of $A$ with $g$
$G L_{m}(\mathbb{R})$ the general linear group of invertible matrices
$g^{z} \quad$ for $G$ a group and $g, z \in G$, the conjugation of $g$ by $z$, or $z g z^{-1}$
$H<G$ for $G$ a group, $H$ is a subgroup of $G$
$\mathbb{N}^{2} \quad$ the two-dimensional lattice of natural numbers, on which we play Ideal Nim.
$N_{G}(H)$ the normalizer of a subgroup $H$ of $G$
$\Omega_{n} \quad$ the $n$th roots of unity; that is, all roots of the polynomial $x^{n}-1$
ord ( $x$ ) the order of $x$
$P(S) \quad$ the power set of $S$
$Q_{8} \quad$ the group of quaternions
$\left\langle r_{1}, r_{2}, \ldots, r_{m}\right\rangle$ the ideal generated by $r_{1}, r_{2}, \ldots, r_{m}$
$\mathbb{R} \quad$ the set of real numbers, or all possible distances one can move along a line $\operatorname{sqd}(P, Q)$ the sqare distance between the points $P$ and $Q$
$\omega \quad$ typically, a primitive root of unity
$\mathbb{X} \quad$ the set of monomials, in either one or many variables (the latter sometimes as $\mathbb{X}_{n}$
$Z(G) \quad$ centralizer of a group $G$
$\mathbb{Z}[i] \quad$ the Gaussian integers, $a+b i: a, b \in \mathbb{Z}$

## Preface

A wise man speaks because he has something to say; a fool because he has to say something.

- Plato


## Why this text?

This text has three goals.
My first goal is to introduce you to the algebraic view of the world. This view reveals strange, new, wondrous creatures that have proven their importance in countless situations. I have tried to organize the excursion so that, by the time you're done reading at least the first chapter or two, you will understand that the world we inhabit is not merely different, but wonderfully different.

My second goal is to take you immediately into this wonderful world. While it is possible to teach algebra without ever mentioning polynomials, and that is in fact how I learned it, a student can find himself left with a gnawing question: What did all that material have to do with "algebra"? Surely there was some relationship to polynomials and solving equations? While the algebraic world is different and wonderful, there's no reason it can't be familiar, so I have tried to give polynomials and roots a prominent role in this text. You see them in the very first pages of the text, though you won't learn how until much later.

My third goal is to lead you on an intuitive path into this world. Higher algebra is often called "abstract" algebra, with reason. Abstraction is difficult, and many come to it more easily than others. Reflecting on my own experience as a student, I don't think it merely a function of one's background; some of it really does seem inborn. I reached the requisite maturity later than some of my peers, which initially deterred me from pursuing a PhD . Proofs are a big part of algebra, but many students arrive in the course with no more experience than a survey on proof techniques. One class on proofs does not a proof-writer make! I myself never really understood how to draw up a proof until maybe my Master's program, when I was fortunate enough to have a great professor who took time to explain this. I try to do that in class myself, but I've also written many exercises with an eye towards alleviating the learning curve: many provide hints on how to begin and where to look, while others take the form of fill-in-the-blank proofs.

## What should you do?

This class is probably different from the math classes you've had before. Rather than computation, it expects explanation.

Most of the math homework in my youth consisted of worksheets that merely exercised a computational technique I supposedly learned in class. For instance, I probably had at least one worksheet of two-digit additions. At the end would appear a world problem, perhaps two. To solve the word problem, I would scan the problem for the two-digit numbers, then add them to obtain the correct answer. No reading necessary! That may be okay for children, whose minds are organized primarily around imitation and repetition, but it's not okay for adults. Imitation and repetition didn't work for me when I started studying algebra, and it won't work for you. You need to enter this world, engage it, play in it. You can't be reluctant to do that: you absolutely have to play with the ideas.

Students are frightened by the word "proof," but it's really just another word for "explanation." When we meet a new and wonderful algebraic creature, we need to talk about it, so we need some words for the various properties that apply (or not). Algebra has its own language, and one reason students struggle is that they don't take seriously the need to learn this language. Unlike the homework of my youth, the questions in this text are not here to give you practice with a narrowly-tailored skill, but to develop your ability to speak this language.

Sometimes you'll "see" an answer, but find it difficult to put it into words. That makes sense, because you don't have much experience giving flesh to your ideas. It's one thing to repeat someone else's words; it's altogether something else to come up with your own. I would advise you to adopt a habit of learning the definitions and starting every problem by pausing to think about the definitions of the words in that problem. After all, you can't answer algebraic questions if you don't know what the words mean. Students struggle with this, because previous classes de-emphasize definitions. ${ }^{1}$ Here, if you don't know the definitions, you won't understand the question, let alone find the answer, so start by reviewing definitions.

It is no less discouraging when the excitement of a seemingly great idea gives way to the crushing realization that the idea wasn't that great. That's okay. You will likely see your instructor goof up from time to time, unless he's the sort of stick-in-the-mud who comes to class perfectly prepared with detailed, impeccable notes. My students don't see that, I'm afraid; there are days where I ask them to believe ten impossible things before breakfast. I usually figure out they're impossible and set things straight, but that's part of the point! It's okay to make mistakes; it's okay to struggle to find an answer; it's okay to be lost. Students need to see that.

You may be tempted to look up solutions elsewhere. Don't do that. To start with, it's often futile; some of the problems are uniquely mine. If you do find one somewhere, you cheat yourself out of the pleasure of discovery, and fail to hone problem-solving skills you really need. A better idea to talk about the problem with other students, or to question the instructor. Sometimes instructors are actually helpful.

Some of you won't like to read this, but you also need to put aside your expectation of the

[^1]grades you've typically received heretofore. I'm not saying you won't earn the grade you're accustomed to earn; you may well do so, and I'd be glad for it. Statistically speaking, though, you won't - and that's okay. It makes you no less a person, no less a mathematician. I received an F on one of my graduate-level algebra tests, yet here I am, teaching it \& publishing the occasional research article. Worry instead about this: did you learn something new every time you sat to work on it? That includes mistakes - if you learned only that such-and-such approach doesn't work with this-or-that problem, you learned something! Even that is closer to the end than it was before you started.

## Chapter 1

## Noetherian behavior

It might seem inappropriate, even blasphemous! to introduce a subject as profound as algebra with mere child's play, but not only do many mathematicians consider their "work" to be "play," some even study games for a living! There is, of course, the study of "mathematical" games, such as as Nim [1, 3], which seems to have gotten that ball rolling [2], but mathematicians also study "common" games such as and Chess, Go, and Rubik's Cube.

This is a class on algebra, not on games, but we will allow ourselves a few moments now and then with a game which distills some important ideas of algebra into a convenient, easilyaccessible package.

The unifying theme of this chapter is "Noetherian behavior," named in honor of Emmy Noether, a brilliant mathematician of the 20th century. Noetherian behavior occurs whenever an ordered chain of events must stabilize. For instance, if the statement

$$
a_{1} \geqslant a_{2} \geqslant a_{3} \geqslant \cdots
$$

makes sense in a particular context, and in that context you must eventually encounter a point where

$$
a_{i}=a_{i+1}=a_{i+2}=\cdots,
$$

then we say that this context exhibits Noetherian behavior. You will see this pop up on several occasions.

## 1•1 Ideal Nim

Mathematics is a game played according to certain simple rules with meaningless marks on paper.

- David Hilbert, quoted by N. Rose, Mathematical Maxims and Minims

Our playing board consists of points with integer values in the first quadrant of the $x-y$ axis. Choose a few points (certainly finitely many) ${ }^{1}$ for a set $F$. Any point not northeast of at least one point in $F$ lies within a Forbidden Frontier. Shade those points red. More precisely, $(c, d)$

[^2]is red if for each $(a, b) \in F$, we have $0 \leqslant c<a$ and $0 \leqslant d<b$. There is also a gray region $G$, which is "Gone from Gameplay," but it begins empty.

Players take turns doing the following:

1. Choose a point $(a, b)$ that is neither in the Forbidden Frontier, nor Gone from Gameplay.
2. Add to $G$ the region of points $(c, d)$ that are northeast of $(a, b)$. More precisely, add to $G$ all points $(c, d)$ that satisfy $c \geqslant a$ and $d \geqslant b$.

## The winner is the player who makes the last move.

In our example, we always refer to the first player as Alice, and the second player as Bob. In the example below, Alice and Bob have chosen the points $(0,3),(1,2),(4,1)$, and $(5,0)$ for $F$. Alice chose the position $(3,2)$ on her first turn; Bob chose $(2,5)$ on his first turn; and Alice chose $(8,0)$ on her second turn.


Don't overlook a difference in the definition of the regions. Players may choose a point on the border of the Forbidden Frontier; such points are northeast of a point in F. They may not choose a point on the border of the region Gone from Gameplay, as such points are considered northeast of $G$, and thus in $G$. So, Player 1 could choose the point $(3,2)$, which borders the red region, but may not now choose the point $(3,3)$, because it borders the current gray region. Player 1 could, of course, choose the point (2,2), as it borders the red region, but not the gray, or even the point $(1,2) .{ }^{2}$

When playing this game, certain questions might arise. They may not seem mathematical, but all of them are! In fact, all of them are related to algebraic ideas!

- Must the game end? or is it possible to have a game that continues indefinitely? Why, or why not? Does the answer change if we play in three dimensions, or more?
- Is there a way to count the number of moves available, even when there are infinitely many?
- What strategy wins the game?

[^3]We consider these questions (and more!) throughout the text. We will not be able to answer all of them; at least one is an open research questions. ${ }^{3}$ Maybe you can solve them someday.

You should take from this introduction three main points.

- Mathematics relates to problems that do not appear mathematical.
- Questions that seem to have no bearing in mathematics can be very important for mathematics. ${ }^{4}$
- It is a very, very good thing to ask questions!

For now, take some time to play this game! I've set up a few example games to help you along; some of them will be "mostly" played.

Don't play thoughtlessly. As a student of mathematics, you should prepare yourself to think carefully and precisely. Intuition and insight are good and necessary, but deduction and doggedness are no less required. While playing, think about the three questions listed above. With enough effort, you should find a winning strategy for all the games given, but don't feel bad if you don't.

Your explanations to the questions need not look "mathematical", but they should be yours, and they should be convincing, or at least reasonable. If you can formulate reasonable answers, you will have succeeded at important tasks that helped solve important problems in mathematics. That's no small feat for someone just starting out in algebra!

## Question 1.1.

Play the following games with a friend. If you play carefully, you should find that Alice is guaranteed a win for each game.


## Question 1.2.

What characteristic do all the games in Question 1.1 share? How does that characteristic guarantee Alice a win? Hint: Think geometrically.

## Question 1.3.

Play the following games with a friend. They have already been partially played. It is Alice's turn, but this time Bob is guaranteed a win for each game. Try to find how.

[^4]

Question 1.4.
What characteristic do all the games in Question 1.3 share? How does that characteristic guarantee Bob a win? Hint: Think geometrically.

## Question 1.5.

What move guarantees Alice a win in the following game? Why does that move guarantee her a win? Hint: Look at the previous two problems.


## Question 1.6.

Suppose two players with infinite lifespan and patience are presented with an arbitrary game of Ideal Nim (the heavenly emanations of David Hilbert and Emmy Noether, perhaps). Does their game have to end, or could it go on for ever? Why or why not?

### 1.2 Sets

The fear of infinity is a form of myopia that destroys the possibility of seeing the actual infinite, even though its highest form has created and sustains us, and its secondary, transfinite forms occur all around us and even inhabit our minds.

- Georg Cantor

One of the fundamental objects of mathematical study, if not the fundamental object of mathematical study, is the set. We assume you've seen sets before, so we won't go into much detail, and in some cases will content ourselves with intuitive discussion rather than precise rigor.

Definition 1.7. A set consists of all objects that share a certain property. This property may simply be membership.

- Any object with that property is an element of the set.
- A set $S$ is a subset of a set $T$ if every element of $S$ is also an element of $T$.
- Two sets are equal if and only if each is a subset of the other.

We typically write a set explicitly by enclosing or describing its elements within braces. I emphasize "describing" because it is typically burdensome, even impossible, to list all elements of a set explicitly. For instance, we can list explicitly the set of names for the fingers on one's hand as $F=\{$ thumb, index, middle, ring, pinky $\}$, but any set with infinitely many elements requires description. Sometimes, that simply means listing a few elements, then concluding with an ellipsis to show that the pattern should continue. Other times, it requires a description in words. It may amaze you that words can encapsulate ideas about infinity within a few marks on paper, but it's true.

## Fundamental sets

The fact that they are "fundamental" is a pretty big hint that you'll need to remember the following sets.

- The set of natural numbers is ${ }^{5}$

$$
\mathbb{N}=\{0,1,2,3, \ldots\}
$$

The funny-looking $\mathbb{N}$ is a standard symbol to represent the natural numbers; the style is called "blackboard bold". ${ }^{6}$

- Since even a small plus sign can make a big difference, we adopt a similar symbol for the set of positive numbers

$$
\mathbb{N}^{+}=\{1,2,3, \ldots\} .
$$

The set of integers is

$$
\mathbb{Z}=\{\ldots,-2,-1,0,1,2, \ldots\}
$$

We can also define it in set-builder notation,

$$
\mathbb{Z}=\mathbb{N} \cup\{-x: x \in \mathbb{N}\}
$$

Don't pass over that set-builder notation too quickly. Take a moment to decipher it, as this notation pops up from time to time. Don't let it intimidate you! The world is a complex place, and it's amazing how a good choice of words can simplify complexity. ${ }^{7}$ Transliterated, the set-builder definition says,

The set of integers $(\mathbb{Z})$ is $(=)$ the union $(\cup)$ of the naturals $(\mathbb{N})$ and the set of elements $(\{\ldots\})$ that are the opposite $(-x)$ of any natural number $(: x \in \mathbb{N})$.

[^5]Translated, the integers are the union of the naturals with their opposites.
Some readers might think it clearer to write, " $\mathbb{Z}=\mathbb{N} \cup(-\mathbb{N})$ ", and I suppose we could have, but then we'd have to explain what $-\mathbb{N}$ means, because that construction won't always make obvious sense. (Think about $-F$, where $F$ is the set of fingers.) In fact, some authors use $-S$ to mean the complement of $S$, which you may have seen as $\sim S$ or $S^{c}$, something completely different from "the set of negatives." Not everyone writes mathematics the same way.

Elements of a set can appear in other sets, as well; when all elements of one set appear in another, the first is a subset of the second. When $S$ is a subset of $T$, we write $S \subseteq T$; the bottom bar emphasizes that a subset can equal its containers, in the same way that $\leqslant$ applies to two equal numbers. You can chain these, so our fundamental sets so far satisfy

$$
\mathbb{N}^{+} \subseteq \mathbb{N} \subseteq \mathbb{Z}
$$

When we know a subset $S$ is not equal to its container $T$, and we want to emphasize this, we cross out the bottom bar and write $S \subsetneq T .{ }^{8}$ You can chain these, as well, so that

$$
\mathbb{N}^{+} \subsetneq \mathbb{N} \subsetneq \mathbb{Z}
$$

Subsets of this latter variety are called proper subsets. Don't confuse this with $S \nsubseteq T$, which means that $S$ is not a subset of $T$. This happens when at least one element of $S$ is not in $T$, whereas $S \subsetneq T$ means every element of $S$ is in $T$, but at least one element of $T$ is not in $S$.

## Set arithmetic

We assume you've seen unions and intersections. We can define them with set-builder notation:

$$
\begin{aligned}
& S \cup T=\{x: x \in S \text { or } x \in T\} ; \\
& S \cap T=\{x: x \in S \text { and } x \in T\} .
\end{aligned}
$$

You may not have seen set difference; the difference of $S$ and $T$ is the set of elements in $A$ that are not in $B$. That is,

$$
S \backslash T=\{s \in S: s \notin T\} .
$$

For example, we could describe the set of negative numbers as $\mathbb{Z} \backslash \mathbb{N}$.
A very useful construction is the Cartesian product, which creates new objects from two sets, in the form of a sequence of two elements:

$$
S \times T=\{(s, t): s \in S \text { and } t \in T\} .
$$

You've already see an example of this; the playing field of Ideal Nim is $\mathbb{N} \times \mathbb{N}$, since any position is a point "with integer values in the first quadrant of the $x-y$ axis." Points are pairs $(a, b)$, and the qualified, "the first quadrant," tells us that both $a, b \in \mathbb{N}$. The set $\mathbb{N} \times \mathbb{N}$ is important enough to remember by a name, and will appear again (at least when we play the game) so we will call it the natural lattice, or just the lattice when we're feeling a bit lazy, which we usually are, since in any case we don't typically deal with other lattices in this text.

[^6]
## Question 1.8.

Suppose $S=\{1,3,5,7\}, T=\{2,4,6,8\}$, and $U=\{3,4,5,6\}$. Construct (a) $S \cup T$, (b) $S \cap T$, (c) $(S \cup T) \backslash U$, and $(\mathrm{d}) S \times T$.

A "real-life" example of a Cartesian product that the author is all too familiar with is the absent-minded tic of touching a hand's fingers to each other. (Guess what I was doing a few moments ago.) Each touch is a pairing of fingers, such as (thumb, middle) or (pinky, pinky). Inasmuch as pairings correlate to Cartesian products, we can describe the pairings of all fingers as $F \times F$, where $F$ is again the set of all fingers.
Question 1.9.
How large is $F \times F$ ? That is, how many elements does it have?

## Question 1.10.

If a set $S$ has $m$ elements and a set $T$ has $n$ elements, how many elements will $S \times T$ have? Explain why.

If $S=T$, we can write $S^{2}$ instead of $S \times T$. Hence we can abbreviate the lattice of Ideal Nim as $\mathbb{N}^{2}$.

When needed, we can chain sets in the Cartesian product to make sequences longer than mere pairs; we can even describe all infinite sequences of integers as

$$
\mathbb{Z}^{\infty}=\prod_{i=1}^{\infty} \mathbb{Z}=\mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} \times \cdots=\{(a, b, c, \ldots): a, b, c, \ldots \in \mathbb{Z}\}
$$

That new symbol, $\prod$, means "product", much as $\Sigma$ means "sum". Writing phrases like "the first element of $P$ " or "the four hundred twenty-fifth element of $P$ " all the time grows cumbersome, so we'll adopt the convention that if $P$ is a sequence of numbers, then $p_{i}$ will stand for the $i$ th element of $P$. For example, if $P=(5,8,3,-2)$ then $p_{1}=5$ and $p_{4}=-2$.
Definition 1.11. Two sets $S$ and $T$ have the same size (or cardinality) if you can match each element of $S$ to a unique element of $T$, covering all the elements of $T$ in the process. More precisely, $S$ and $T$ have the same cardinality if you can create a mapping from $S$ to $T$ where

- each element of $S$ maps to a unique element of $T$ (so the function is one-to-one), and
- for any element of $T$, you can find an element of $S$ that maps there (so the function is onto).

For example, the sets $A=\{1,2\}$ and $B=\{-1,-2\}$ have the same cardinality because I can match them as follows, while the sets $C=\{1,2,3\}$ and $D=\{4,5\}$ do not, because I cannot find a unique target for at least one element of $C$ :


## Question 1.12.

(a) Show that $S$ and $T$ of Question 1.8 have the same cardinality. Don't just count the elements; exhibit a unique matching. Is there more than one matching? If so, list a couple more. How many do you think there are?
(b) Show that $\mathbb{E}=\{0,2,4,6, \ldots\}$ and $\mathbb{O}=\{1,3,5,7, \ldots\}$ have the same cardinality. In this case, the number of elements is infinite, so you can't count them, nor draw a complete picture, so use words to describe the matching, or even a formula.
(c) Show that an arbitrary set $S$ has the same size as itself. This may seem silly, but it forces you to think about using the definition of cardinality, since you don't know what the elements of $S$ are. Don't forget to think about the case where $S$ is empty.
(d) Show that $\mathbb{N}$ and $\mathbb{Z}$ have the same cardinality. It helps if you map negative integers to $\mathbb{O}$ and positive integers to $\mathbb{E}$. This is a little weird, because $\mathbb{N} \subsetneq \mathbb{Z}$, so you wouldn't expect them to be the same size, but weird things do happen when you start mucking around in infinite sets.

## $1 \cdot 3$ Orderings

The mathematical sciences particularly exhibit order, symmetry, and limitation; and these are the greatest forms of the beautiful.

- Aristotle

A relation between two sets $S$ and $T$ is a subset of $S \times T$. For instance, the pairings of fingers is a relation on $F \times F$, where the set of fingers, while $S \times T$ is itself a relation.

A function is any relation $F \subsetneq S \times T$ such that every $s \in S$ corresponds to exactly one $(s, t) \in F$. If $F$ is a function, we write $F: S \rightarrow T$ instead of $F \subseteq S \times T$, and $F(s)=t$ instead of $(s, t) \in F$.

Two kinds of relations are essential to algebra. The first is a homomorphism, which is a special kind of function; we talk about those later on, so pretend I didn't mention them for now. The second is a special subset of $S \times S$, called an ordering on $S$. There are several types of orderings, so it's important to make precise the kind of ordering you mean.

## Partial orderings

A partial ordering on $S$ is an ordering $P$ that satisfies three properties. Let $a, b, c \in S$ be arbitrary.

Reflexive? Every element is related to itself; that is, $(a, a) \in P$.
Antisymmetric? Symmetry implies equality; that is, if $(a, b) \in P$ and $(b, a) \in P$, then $a=b$.
Transitive? If $(a, b) \in P$ and $(b, c) \in P$, then $(a, c) \in P$.

Suppose we let $P$ be the ordering of your fingers from left to right, or in set-builder notation,

$$
P=\{(x, y) \in F \times F: x \text { lies to the left of } y\} .
$$

Then (thumb,middle) $\in P$ and (ring,pinky) $\in P$ but (index,index) $\notin P$. This is a partial ordering.

It is highly inconvenient to write orderings this way, so usually mathematicians adopt a notation involving "ordering symbols" such as $\leqslant,<$, and so forth. This allows us to write $(a, b) \in P$ more simply as $a<b$, and we will do this from now on. That allows us to rewrite the properties of a partial ordering as follows, using $\leq$ as our ordering:

Reflexive? $a \leq a$.
Antisymmetric? If $a \leq b$ and $b \leq a$, then $a=b$.
Transitive? If $a \leq b$ and $b \leq c$, then $a \leq c$.
Now that things are a little easier to read, we introduce a few important orderings.
One example of a partial ordering is in the subset relation. If we fix a set $S$, then we can view $\subseteq$ as a relation on the subsets of $S$. For instance, if $S=\mathbb{N}$ then $\{1,3\}$ is "less than" $\{1,3,7\}$ inasmuch as $\{1,3\} \subseteq\{1,3,7\}$.

Definition 1.13. For any set $S$, let $P(S)$ denote the set of all subsets of $S$. We call this the power set of $S$.

Fact 1.14. Let $S$ be any set. The relation on $P(S)$ defined by $\subseteq$ is a partial ordering.
Why? Let $A, B \in P(S)$. We need to show that $\subseteq$ satisfies the three properties of a partial ordering.

Reflexive? Certainly $A \subseteq A$, since any $a \in A$ is by definition an element of $A$. So $\subseteq$ is reflexive.

Antisymmetric? Assume $A \subseteq B$ and $B \subseteq A$. By definition of set equality, $A=B$.
Transitive? Assume $A \subseteq B$ and $B \subseteq C$. We want to show $A \subseteq C$. The definition of $\subseteq$ tells us this is true if every $a \in A$ is also in $C$, so let $a \in A$ be arbitrary. We know $A \subseteq B$, so by definition $a \in B$. We know $B \subseteq C$, so by definition $a \in C$. Since $a$ was arbitrary, $A \subseteq C$, as desired.

Next we look at the ordering you're most accustomed to.
Definition 1.15 (The natural ordering of $\mathbb{Z}$ ). For any $a, b \in \mathbb{Z}$, we write $a \leqslant b$ if $b-a \in \mathbb{N}$. We can also write $b \geqslant a$ for this situation. If $a \leqslant b$ but $a \neq b$, we write $a<b$, or $b>a$.

Figure $1 \cdot 1$ illustrates this relationship by for the relation $x \leqslant y$ on $\mathbb{N}$ by plotting on the lattice the elements of the set $\leqslant$. Elements of $\leqslant$ are the black points whose $y$-value equals or exceeds the $x$-value. White points are not in the set 0 . It's worth asking yourself: which ordering do those white points describe?

Fact 1.16. The natural ordering of $\mathbb{Z}$ is a partial ordering.


Figure 1•1: Diagram of the relation $\leqslant$ on $\mathbb{N}$.

## Question 1.17.

Fill in the blanks of Figure 1.2 to show why Fact 1.16 is true.

In the future, you can think of the $\leqslant$ ordering in the intuitive manner you're accustomed to. Use it to answer the following questions.

## Question 1.18.

One of our claims in the proof amounts is equivalent to saying that if $i, s, t \in \mathbb{Z}$, then $s \leqslant t$ if and only if $s+i \leqslant t+i$. Why is this true?

## Question 1.19.

Show that $a \leqslant|a|$ for all $a \in \mathbb{Z}$. Hint: You need to consider two cases: one where $|a|=a$, the other where $|a|=-a$. (Yes, the second case is quite possible! Look at some "small" integers to see why.)

## Question 1.20.

Let $a, b \in \mathbb{N}$ and assume that $0<a<b$. Let $d=b-a$. Show that $d<b$.

## Question 1.21.

Let $a, b, c \in \mathbb{Z}$ and assume that $a \leqslant b$. Prove that
(a) $a+c \leqslant b+c$;
(b) if $c \in \mathbb{N}$, then $a \leqslant a+c$;
(c) if $c \in \mathbb{N}^{+}$, then $c \leqslant a c$; and
(d) if $c \in \mathbb{N}^{+}$, then $a c \leqslant b c$.

What about the lattice?
Definition 1.22 (The $x$-axis, $y$-axis, and lex orderings of the lattice). For any $P, Q \in \mathbb{N}^{2}$, we write

Claim: The natural ordering of $\mathbb{Z}$ is a partial ordering. Proof:

1. We claim that $\leqslant$ is reflexive. To see why, let $a \in \mathbb{Z}$.
(a) Observe that $a-a=$ $\qquad$ .
(b) This difference is an element of $\qquad$ .
(c) By definition, $a \leqslant a$.
(d) We chose a from $\mathbb{Z}$ arbitrarily, so this is true of $\qquad$ element of $\mathbb{Z}$.
2. We claim that $\leqslant$ is antisymmetric. To see why, let $a, b \in \mathbb{Z}$.
(a) Assume that $a \leqslant b$ and $\qquad$ .
(b) By definition, $b-a \in \mathbb{N}$ and $\qquad$ .
(c) By the distributive property, $-(b-a)=$ $\qquad$ (Write it as subtraction.)
(d) In (b), we explained that $b-a \in \mathbb{N}$. In (c), we showed that $-(b-a) \in \mathbb{N}$. The only natural number whose opposite is also natural is $\qquad$ .
(e) By substitution, $b-a=$ $\qquad$ .
(f) By definition, $a=b$.
(g) We chose $a$ and $b$ from $\mathbb{Z}$ arbitrarily, so this is true of $\qquad$ pair of elements of $\mathbb{Z}$.
3. We claim that $\leqslant$ is transitive. To see why, let $a, b, c \in \mathbb{Z}$.
(a) Assume that $a \leqslant b$ and $\qquad$ .
(b) By definition, $b-a \in \mathbb{N}$ and $\qquad$ .
(c) Elementary properties of arithmetic tell us that $\qquad$ $+$ $\qquad$ $=c-a$.
(d) The sum of any two natural numbers is $\qquad$ .
(e) By (c) and (d), then, $c-a \in$ $\qquad$ .
(f) By definition, $\qquad$ ـ.
(g) We chose $a, b$, and $c$ from $\mathbb{Z}$ arbitrarily, so this is true of any three elements of $\mathbb{Z}$.

Figure 1.2: Material for Question 1.17


The ordering $<_{x}$ judges one point smaller than another if the first is further left. If the two points are on the same vertical line ( $p_{1}=q_{1}$ ), it makes no decision.


The ordering $<_{y}$ judges one point smaller than another if the first is below the second. If the two points lie on the same horizontal line $\left(p_{2}=q_{2}\right)$, it makes no decision.


The ordering $<_{\text {lex }}$ judges one point smaller than another if the first is further left. If the two points are on the same vertical line, it judges the lower point smaller.

Figure 1-3: Diagrams of the lattice orderings $<_{x},<_{y}$, and $<_{\text {lex }}$. Arrows point from larger points to smaller ones.

- $P<_{X} Q$ if $p_{1}<q_{1}$;
- $P<_{y} Q$ if $p_{2}<q_{2}$;
- $P<_{\text {lex }} Q$ if $p_{1}<q_{2}$, or if $p_{1}=q_{1}$ and $q_{1}<q_{2}$.

We also write $P \leq_{x} Q, Q>_{x} P, Q \succeq_{x} P$ with meaning analogous to $\leqslant,>$, and $\geqslant$; that is, $P \leq_{x} Q$ if $P \leq_{x} Q$ or $P=Q$, and so forth.

These orderings have natural visualizations; see Figure 1-3.
The first question we want to consider is whether the orderings are partial orderings. Determining whether an object has a certain property is very important in mathematics; explaining why it has that property is fundamental. Let's consider that a moment.

Theorem 1.23. The ordering $\leq_{\text {lex }}$ is a partial ordering of the lattice. The orderings $\leq_{x}$ and $\leq_{y}$ are not. ${ }^{9}$

Proof. Let $P, Q, R \in \mathbb{N}^{2}$.
Reflexive? It is easy to verify that $P \leq_{x} P, P \leq_{y} P$, and $P \leq_{\text {lex }} P$, so the orderings are reflexive.
Antisymmetric? Suppose $P \leq_{\text {lex }} Q$ and $Q \leq_{\text {lex }} P$. By definition of the ordering, $p_{1}<q_{1}$ or $p_{1}=q_{1}$ and $p_{2} \leqslant q_{2}$. Similarly, $Q \leq_{\text {lex }} P$ gives $q_{1}<p_{1}$ or $q_{1}=p_{1}$ and $q_{2} \leqslant p_{2}$. We consider several cases. If $p_{1}<q_{1}$, then $Q \not \ddagger_{\text {lex }} P$, contradicting a hypothesis. Similarly, if $q_{1}<p_{1}$, then $P \not \varlimsup_{\text {lex }} Q$, contradicting a hypothesis. That leaves $p_{1}=q_{1}$ and $p_{2} \leqslant q_{2}$ and $q_{2} \leqslant p_{2}$. By antisymmetry of the natural ordering, $p_{2}=q_{2}$, so $P=Q$.

[^7]As for $\leq_{x}$ and $\leq_{y}$, antisymmetry is the property they both fail. We leave it to you to find a counterexample.

Transitive? Suppose $P \leq_{x} Q$ and $Q \leq_{x} R$. Then $p_{1} \leqslant q_{1}$ and $q_{1} \leqslant r_{1}$. As in the antisymmetric case, previous work implies $p_{1} \leqslant r_{1}$, so $P \leq_{x} Q$. We assumed that $P \leq_{x} Q$ and $Q \leq_{x} R$ and found that $P \leq_{x} R$, so $\leq_{x}$ is transitive. A similar argument shows that $\leq_{y}$ and $\leq_{\text {lex }}$ are transitive.

Question 1.24.
(a) In the proof of Theorem 1•23, we claimed that neither $\leq_{x}$ nor $\leq_{y}$ are antisymmetric. To verify this claim, find $P, Q \in \mathbb{N}^{2}$ such that $P \leq_{x} Q$ and $Q \leq_{x} P$, but $P \neq Q$.
(b) In the proof of Theorem 1.23, we claimed that the reason $\leq_{x}$ is transitive is similar to the reasons $\leq_{y}$ and $\leq_{\text {lex }}$ are transitive. Show this explicitly for $\leq_{\text {lex }}$.

Question 1.25.
Define an ordering $\leq_{x, y}$ on $\mathbb{N}^{2}$ as follows. We say that $P \leq_{x, y} Q$ if $p_{1} \leqslant q_{1}$ and $p_{2} \leqslant q_{2}$. Is this a partial ordering?

## Linear orderings

You can see from Figure $1 \cdot 3$ that there is some ambiguity in the first two orderings, but not in the last one - or not with the points diagrammed, at any rate. The absence of ambiguity is always useful.

Definition 1.26. An ordering $\leq$ on a set $S$ is linear if for any $s, t \in S$ we can decide whether $s \leq t$ or $t \leq s$ (or both).

Fact 1.27. The ordering $\leqslant$ on $\mathbb{N}$ is linear.
Why? Subtraction of naturals gives us an integer, and the opposite of a non-natural integer is a natural integer. So, for any $m, n \in \mathbb{N}$, we know that either $m-n \in \mathbb{N}$ or $n-m=-(m-n) \in \mathbb{N}$. In other words, either $n \leqslant m$ or $m \leqslant n$.

We can extend the ordering $\leqslant$ on $\mathbb{N}$ to an ordering on $\mathbb{Z}$ by using the same definition. For example, we can argue that $-5 \leqslant 3$ because $3-(-5)=8$, and 8 is natural. On the other hand, $-10 \$-15$ because $-15-(-10)$, and -5 is not natural.

Fact 1.28. The ordering $\leqslant$ on $\mathbb{Z}$ is also linear.
The reasoning is identical, so we omit it.
Question 1.29.
Show that the ordering $<$ of $\mathbb{Z}$ generalizes "naturally" to an ordering $<$ of $\mathbb{Q}$ that is also a linear ordering. Hint: Think of how you would decide that $24 / 35<20 / 28$, or that $3 / 51<4 / 53$, and go from there.

## Let $a, b \in \mathbb{Z}$.

1. Suppose $b-a \in \mathbb{N}$. By __, $a \leqslant b$.
2. Otherwise, $b-a \notin \mathbb{N}$. We know from previous work that $b-a \in \mathbb{Z}$. That means $-(b-a) \in$ $\qquad$ .
(a) By $\quad,-(b-a)=a-b$.
(b) By $\quad, a-b \in \mathbb{N}$.
(c) $\mathrm{By}, \quad, b \leqslant a$.
3. We assume that $a, b \in \mathbb{Z}$, and showed that $a \leqslant b$ or $b \leqslant a$. By $\qquad$ , we are done.

Figure 1•4: "Flesh" for Question 1.31.

On the other hand, the orderings $\leq_{x}$ and $\leq_{y}$ are not linear, since $\leq_{x}$ cannot decide if $(4,1) \leq(4,3)$ or $(4,3) \leq(4,1)$, and $\leq_{y}$ cannot decide if $(1,3) \leq(4,3)$ or $(4,3) \leq(1,3)$.

The lex ordering is able to sort the points diagrammed in Figure 1•3, but is this true for any set of points?

Theorem 1-30. The lex ordering is a linear ordering on the lattice.
Proof. Let $P, Q \in \mathbb{N}^{2}$. If $p_{1}<q_{1}$, then $P \leq_{\text {lex }} Q$, and we are done. If $p_{1}>q_{1}$, then $Q \leq_{\text {lex }} P$, and we are done. So suppose that $p_{1}=q_{1}$; we consider $p_{2}$ and $q_{2}$, instead. If $p_{2}<q_{2}$, then $P \leq_{\text {lex }} Q$, and we are done. If $p_{2}>q_{2}$, then $Q \leq_{\text {lex }} P$, and we are done. So suppose that $p_{2}=q_{2}$. We now have $p_{1}=q_{1}$ and $p_{2}=q_{2}$, so $P=Q$. This satisfies the definition of $P \preceq_{\text {lex }} Q$, so we are done.

Question 1.31.
In the proof of Theorem 1•30, we used implicitly the fact that $\leqslant$ is a linear ordering of the natural numbers. We really ought to give some flesh to that argument, so fill in the blanks of Figure with the correct reasons. (Notice that we actually prove it for $\mathbb{Z}$, a superset of $\mathbb{N}$. This automatically proves it for $\mathbb{N}$. It is often a good idea to prove a fact for a superset, if you can succeed at doing so.)

## Question 1.32.

Is the ordering $\leq_{x, y}$ of Question 1.25 a linear ordering? Why or why not?

### 1.4 Well ordering and division

Can you do division? Divide a loafby a knife - what's the answer to that?

- Lewis Carroll


## Well ordering

You know from experience that the ordering $\leqslant$ has a smallest element in $\mathbb{N}$; namely, 0 . Rather interestingly, every subset of $\mathbb{N}$ has a smallest element. There is no largest element, but The fact that any subset of $\mathbb{N}$ has a smallest element is very interesting.

Definition 1.33. A well ordering on a set $S$ is a linear ordering on $S$ for which each subset of $S$ has a smallest element.

You might assume that we are going to prove that $\mathbb{N}$ is well-ordered by $\leqslant$, and in a way we will, but in another way we won't.

Axiom 1.34 (The Well-Ordering Principle). $\mathbb{N}$ is well-ordered by $\leqslant$.
An "Axiom" is a statement you assume without proof. So, we are only going to assume this property. In fact, it is impossible to prove it, unless you assume something else.

That "something else" is the proof-by-dominoes technique, also called induction.
Axiom 1.35 (The Induction Principle). Let $S$ be a subset of $\mathbb{N}$ that satisfies the following properties.
(inductive base) $0 \in S$; and
(inductive step) for anys $\in S$, we also have $s+1 \in S$.
Then $S=\mathbb{N}$.
Now, why should induction be true? You can't prove that, unless you assume the wellordering of $\mathbb{N}$. Do you see where this is going?

Fact 1.36. Axiom 1.34 is logically equivalent to Axiom 1.35; that is, you can't have one without the other.

We put off an actual proof of this to the end of the section, and in fact you need not concern yourself too much with it. Typically you won't read that in this text, and I'm afraid that you can't appeal to such a judge yourself, but believe you me, this has been something mathematicians hashed out pretty thoroughly in the early 20th century. Some things you just have to accept on faith - which, contrary to popular belief, is not the opposite of reason, since these things work out pretty well in practice, and it's pretty reasonable to infer that things that work out in practice really are true.

Example 1.37. We will define a different ordering $\leq$ on $\mathbb{N}$ according to the following rule:

- even numbers are always smaller than odd numbers;
- otherwise, if $a$ and $b$ are both even or both odd, then $a \leq b$ if and only if $a \leqslant b$ in the natural ordering.

This ordering sorts the natural numbers roughly so:

$$
0,2,4,6, \ldots, 1,3,5,7, \ldots
$$

Is $\leq$ a well ordering? Indeed it is. Why?
First we show $\leq$ is a partial ordering:

- Is the ordering reflexive? Let $a \in \mathbb{N}$; we need to show that $a \leq a$. We use the second part of the rule here, since $b=a$ : since $a \leqslant a$ in the natural ordering, $a \leq a$.
- Is the ordering symmetric? Let $a, b \in \mathbb{N}$, and assume $a \leq b$ and $b \leq a$. If both numbers are even or both numbers are odd, then our rule tells us $a \leqslant b$ and $b \leqslant a$ in the natural ordering; since that is symmetric, we infer $a=b$. Otherwise, $a \leq b$ implies $a$ is even while $b$ is odd, whereas $b \leq a$ implies $a$ is odd while $b$ is even. That is a contradiction, so $a=b$ is indeed the only possibility.
- Is the ordering transitive? Let $a, b, c \in \mathbb{N}$, and assume $a \leq b$ and $b \leq c$. We consider several subcases:
- a even?

Either $c$ is odd, in which case $a \leq c$, or $c$ is even. If $c$ is even, then $b$ must also be even; to be otherwise would contradict $b \leq c$. All three numbers are even, in which case our ordering tells us the natural ordering applies: $a \leqslant b$ and $b \leqslant c$. The natural ordering is transitive, so $a \leqslant c$.

- a odd?

In this case, $a \leq b$ implies $b$ is odd, and $b \leq c$ implies $c$ is odd. All three numbers are odd, in which case our ordering tells us the natural ordering applies: $a \leqslant b$ and $b \leqslant c$. The natural ordering is transitive, so $a \leqslant c$.

Now we show $\leq$ is a linear ordering. Let $a, b \in \mathbb{N}$; we need to show that $a \leq b$ or $b \leq a$. Without loss of generality, we may assume that $a$ is even. If $b$ is odd then our rule tells us $a \leq b$, and we are done. Otherwise, $b$ is even; in this case, our rule tells us to look at the natural ordering. The natural ordering is linear, so $a \leqslant b$ or $b \leqslant a$. By the definition of our rule, then, $a \leq b$ or $b \leq a$.

Finally, we show $\leq$ is a well ordering. Let $S \subseteq \mathbb{N}$; we need to show that $S$ has a least element. Let $E$ be the set of even elements of $S$, and $O$ the set of odd elements. Observe that $E, O \subsetneq \mathbb{N}$.

- If $E \neq \varnothing$, the well-ordering property tells us that it has a least element; call it $e$. Let $s \in S$; if $s$ is even, then $s \in E$ and by our choice of $e, e \leq s$, so $e \leq s$; otherwise, $s$ is odd, and our rule tells us $e \leq s$.
- Otherwise, $E=\varnothing$. The well-ordering property tells us that $O$ has a least element; call it $o$. Let $s \in S$; if $s$ is even, then $s \in E$, a contradiction to $E=\varnothing$, so $s$ is odd, which puts $s \in O$, and by our choice of $0,0 \leqslant s$, so $0 \leq s$.

As $S$ was an arbitrary subset of $\mathbb{N}$, and we found a smallest element with respect to the new ordering, every subset of $\mathbb{N}$ has a smallest element with respect to the new ordering.

What about the set $\mathbb{Z}$ ? The ordering $\leqslant$ has neither smallest nor largest element, since $\cdots \leqslant-3 \leqslant-2 \leqslant-1 \leqslant 0 \leqslant 1 \leqslant \cdots$. It is possible to order $\mathbb{Z}$ a different way, so that it does have a smallest element, and in some cases that might be useful. That's an interesting question to ponder, and we leave it to you to pursue.

Question 1.38.
Devise a different ordering of $\mathbb{Z}$ for which every subset of $\mathbb{Z}$ has a smallest element. Call this ordering $\lessdot$, and prove that it really is a well ordering on $\mathbb{Z}$.

So the definition depends on both the ordering and the set; change one of the two, and the property may fail.

Let's turn to a different set, the lattice $\mathbb{N}^{2}$. We have three different orderings to choose from; we'll start with $\leq_{x}$. Do subsets of $\mathbb{N}^{2}$ necessarily have smallest elements? Clearly not, as $\leq_{x}$ is not even a linear ordering! We already saw that $\leq_{x}$ fails to order two points on a vertical line, such as $(2,0)$ and $(2,1)$. Elements like these are incomparable, so subsets containing them lack a smallest element.

What if we try a different ordering? Again, $\leq_{y}$ is not linear, so that's out. On the other hand, $\leq_{\text {lex }}$ is linear, so it stands a chance of being a well-ordering.
Question 1.39.
Show that the lex ordering $\leq_{\text {lex }}$ is a well ordering of the lattice $\mathbb{N}^{2}$. Hint: Use the Well-Ordering Principle in one dimension to find a subset of elements that are smallest from a particular point of view. Then use the Well-Ordering Principle in the other dimension to polish it off.

Question 1.40.
While Question 1.39 refers to a two-dimensional lattice, explain that it doesn't really matter; you can use the same basic proof to show that $\mathbb{N}^{n}$ is well-ordered by a similar ordering. Also describe the ordering.

Here's another useful consequence of well ordering.
Fact 1.41. Let $S$ be a set well ordered by $\leq$, and $s_{1} \geq s_{2} \geq \cdots$ be a nonincreasing sequence ofelements of $S$. The sequence eventually stabilizes; that is, at some index $i, s_{i}=s_{i+1}=\cdots$.
Why? Let $T=\left\{s_{1}, s_{2}, \ldots\right\}$. By definition, $T \subseteq S$. By the definition of a well-ordering, $S$ has a least element; call it $t$. Let $i \in \mathbb{N}^{+}$such that $s_{i}=t$, and let $j>i$. The sequence decreases, which means $s_{i} \geq s_{j}$. By substitution, $t \geq s_{j}$. Remember that $t$ is the smallest element of $T$; by definition, $s_{j} \geq t$. We have $t \geq s_{j} \geq t$, which is possible only if $t=s_{j}$. We chose $j>i$ arbitrarily, so every element of the sequence after $t$ must equal $t$. In other words, $s_{i}=s_{i+1}=\cdots$, as claimed.

Question 1.42.
We asserted that $t \geq s_{j} \geq t$ "is possible only if $t=s_{j}$." This isn't necessarily obvious, but it is true. Why? Hint: It's one of the properties of the ordering. As to which property, you may need to look further afield than the properties of well orderings; remember that a well ordering is also a linear ordering, which is also a partial ordering. Those three give you a few properties to consider!

We can use this fact to show one of the desired properties of the game.
Dickson's Lemma. Ideal Nim terminates after finitely many moves. ${ }^{10}$

[^8]Before going into the details, let's point out a basic, geometrically intuitive argument. Let $P=(a, b)$ be the first position chosen, and $Q_{1}, Q_{2}, \ldots$ the subsequent positions chosen. According to the rules, no move $Q=(c, d)$ can satisfy $c \geqslant a$ and $d \geqslant b$, so $c<a$ or $d<b$. In the first case, $Q$ is closer to the $x$-axis than $P$, or, $Q<_{x} P$. The set of their $x$-coordinates would be a nonincreasing sequence of natural numbers, which allows us to apply Fact 1.41. In the second case, $Q$ is closer to the $y$-axis than $P$, or, $Q<_{y} P$. That also allows us to apply Fact 1.41.

Superficially, then, it looks as if only finitely many moves are possible. However, if we play enough games, we see that players can sometimes choose positions $Q_{1}, Q_{2}, \ldots$ such that $Q_{1}>_{x}$ $Q_{2} \cdots>_{x} Q_{i}$, but $Q_{i}{\gamma_{x}} Q_{i+1}$. This chain is not a nondecreasing sequence. If we sketch such a game on paper, we see that $Q_{i+1}$ lies in a rectangle, which has only finitely many positions, and that finiteness means the players will eventually have to break out. Writing this precisely is a bit of a bear, but intuitively, it works well.

That said, it's simpler to try the following approach, which works both intuitively and precisely. Essentially, we count the number of positions left. There can be infinitely many positions left, so we organize the points in finite-sized bins. How? Use diagonals of the lattice.

Proof. For any points $P$ of the lattice, let $d(P)=p_{1}+p_{2}$ be the degree of $P$. Basically, $d(P)$ tells you how far away $P$ is from the lower left corner, using lines of slope -1 . Recall that the game is defined by a finite set of points $F$, which defines the red, forbidden region of the gameboard. Let $m$ be the sum of largest $x$ and $y$ values of points in $F$; notice that $m \geqslant \operatorname{deg} Q$ for any point $Q \in F$.

Suppose we are the beginning of the $i$ th turn of the game. Define $H_{i}$ as the function on $\mathbb{N}$ such that $H(n)$ is the number of playable points $P$ whose degree is $n{ }^{11}$ For instance, in the game illustrated by

the number of moves available on each blue diagonal, where $d(P)$ is constant, tells us

$$
\begin{aligned}
& H_{1}(n)=(0,0,0,2,3,6,7,8,9,9,9 \ldots) \\
& H_{2}(n)=(0,0,0,2,3,5,5,5,5,5,5, \ldots) \\
& H_{3}(n)=(0,0,0,2,3,5,4,4,4,4,4, \ldots) \\
& H_{4}(n)=(0,0,0,2,3,5,4,3,2,2,2, \ldots) .
\end{aligned}
$$

Suppose that on the $i$ th turn, a player chooses position $P$. Let $m=d(P)$; since we have removed available positions, $H_{i}(m)<H_{i-1}(m)$. Let's focus on a fixed $n \in \mathbb{N}$. The game's

[^9]rules make it clear that no move can add playable positions, which means that $H_{j}(n) \leqslant H_{i}(n)$ whenever $j>i$. In other words, $n$ satisfies
$$
H_{1}(n) \geqslant H_{2}(n) \geqslant \cdots .
$$

This is a nondecreasing sequence, so Fact 1.41 tells us it must stabilize eventually. We made no assumption on $n$, so $H_{i}(n)$ stabilizes for every value of $n$.

We are not quite done; it is possible that, for some $n$, we can find $i, k \in \mathbb{N}^{+}$such that $H_{i}(n)=0$ but $H_{i}(n+k) \neq 0$, and $j, \ell$ such that $H_{j}(n+k)=0$ but $H_{j}(n+k+\ell) \neq 0$, and so forth. In this case, the game could proceed indefinitely. Let's call such values of $n$ irregular degrees. To see why there are only finitely many irregular degrees, suppose that we can find such $i, j, k, \ell, \ldots$ Let $(a, b)$ be the last point of degree $n$ chosen in the game, which occurs on the $i$ th turn; at this point, $H_{i}(n)=0$. The fact that $H_{i}(n+k)$ has not stabilized yet means that at least one point of degree $n+k$ is still in play; call it $(c, d)$. It cannot lie northeast of $(a, b)$, so $c<a$ or $b<d$. Likewise, once $H_{j}(n+k)=0$, the fact that $H_{j}(n+\ell) \neq 0$ means that at least one point of degree $n+\ell$ is still in play; call it $(e, f)$. It cannot lie northeast of $(a, b)$ or of $(c, d)$, so $f<a$ or $e<b$ and $f<c$ or $e<d$. We see that the $x$ - and $y$-values of these points give us two nonincreasing sequences of natural numbers. Fact 1.41 tells us these sequences must stabilize eventually. Were there infinitely many irregular degrees, we could proceed through these degrees from left to right indefinitely, which would prolong these sequences indefinitely; so, there must be finitely many irregular degrees.

Once we exhaust the last irregular degree, on the ith turn, there are finitely many degrees $n$ with $H_{i}(n) \neq 0$. As noted, these must all stabilize eventually, which is possible only if there are the game ends, since whenever $H_{i}(n) \neq 0$, the players can choose at least one position that would decrease $H_{i}(n)$.

## Division

Four mathematicians are talking about a problem. They have 11 sheets of scratch paper between them. How many pages will each mathematician get, and how many will be left over? If you answered two sheets for each, with three sheets left over, then you were not only correct, ${ }^{12}$ but you were, of course, performing division: 4 is the divisor, 3 the quotient, and 2 the remainder. This illustrates a big difference between division and the other arithmetic operations. Addition, subtraction, and multiplication all give one result, but division gives two: a quotient and a remainder.

It probably won't surprise you that we can always divide two integers. ${ }^{13}$
The Division Theorem. Let $n$ and $d$ (the divisor) be two integers. If $d \neq 0$, we can find exactly one integer $q$ (the quotient) and exactly one natural number $r$ (the remainder) satisfying the two conditions

D1) $n=q d+r$, and

[^10]D2) $r<|d|$.
Try to remember the meaning of "divisor", "quotient", and "remainder", since I'll use them quite a bit from now on. Also try to remember the second criterion, since students have a habit of forgetting it, especially in those moments when it's most useful.

Example 1.43. Division of 12 by 7 gives us a quotient of 1 and a remainder of 5 . Division of -12 by 7 gives us a quotient of -2 and a remainder of 2 . (You can't use a quotient of -1 and a remainder of -5 because the Division Theorem wants a nonnegative remainder.)

Question 1.44.
Identify the quotient and remainder when dividing:
(a) 10 by -5 ;
(b) -5 by 10 ;
(c) -10 by -4 .

Proof of the Division Theorem. The proof relies on some concepts we just discussed, such as the well ordering of $\mathbb{N}$. Since it's often easier to think about positive numbers, we consider two cases: $d \in \mathbb{N}^{+}$(positive), and $d \in \mathbb{Z} \backslash \mathbb{N}$ (negative). First we consider $d \in \mathbb{N}^{+}$; by definition of absolute value, $|d|=d$. We must show two things: first, that we can find a quotient $q$ and remainder $r$; second, that $r$ is unique. We work on each claim separately.

Existence of $q$ and $r$ : First we show that we can find $q$ and $r$ that satisfy (D1). Again, we split this into two cases: $n$ nonnegative, and $n$ negative.

First assume $n$ is nonnegative; that is, $n \in \mathbb{N}$. We create a sequence of natural numbers in the following way. Let $r_{0}=n$. For $i \in \mathbb{N}^{+}$we define

$$
r_{i+1}= \begin{cases}r_{i}-d, & d \leqslant r_{i} ;  \tag{1.1}\\ r_{i}, & \text { otherwise }\end{cases}
$$

We claim this sequence is nondecreasing. Why? If $r_{i+1} \neq r_{i}$, then by definition $d \leqslant r_{i}$, in which case

$$
r_{i+1}=r_{i}-d \in \mathbb{N}, \quad \text { which we rewrite as } \quad r_{i}-r_{i+1}=d \in \mathbb{N}, \quad \text { so } \quad r_{i} \geqslant r_{i+1} .
$$

Fact 1.41 tells us that this sequence of $r$ 's must stabilize with a minimal element, $r$. This must satisfy $r<d$, since otherwise $d \leqslant r$, which would allow us to create a subsequent, different $r_{i+1}$, contradicting the choice of $r$ as the stable one. In addition, the definition of the sequence requires $r \in \mathbb{N}$. Combining them, we see that $r$ satisfies (D2). Let $q$ be the index such that $r_{q}=r$; a proof by induction shows that $n=q d+r$, satisfying (D1).

## Question 1.45.

Provide this proof of induction. Use induction on $q$ to show that the sequence of natural numbers defined in formula 1.1 satisfies the property $n=q d+r_{q}$. You'll want to start with $q=0$.
$\operatorname{Proof}$ (continued). Now suppose $n \in \mathbb{Z} \backslash \mathbb{N}$, so $n$ is negative. As $|n|$ is nonnegative, we can apply the previous argument to find $q^{\prime}$ and $r^{\prime}$ satisfying (D1) and (D2) for $|n|$. Unfortunately, we need these statements for $n$, not $|n|$. Fortunately, $n=-|n|$, so we can write

$$
n=-|n|=-\left(q^{\prime} d+r^{\prime}\right)=\left(-q^{\prime}\right) d-r^{\prime} .
$$

Let $q=-\left(q^{\prime}+1\right)$ and $r=d-r^{\prime}$; we now have

$$
q d+r=\left[-\left(q^{\prime}+1\right)\right] d+\left(d-r^{\prime}\right)=\left[\left(-q^{\prime}\right) d+d\right]+\left(d-r^{\prime}\right)=\left(-q^{\prime}\right) d-r^{\prime}=n
$$

Written backwards and condensed, this equation says $n=q d+r$, satisfying (D1) for $n$. Certainly $q$ is an integer by definition of $\mathbb{Z}$, while $r=d-r^{\prime}$ is natural because $r^{\prime} \leqslant d$. So we have $0 \leqslant r$, and $r<d$ from Question 1.20. Combining them, we have $0 \leqslant r<d$, satisfying (D2).

Uniqueness of $q$ and $r$ : Here we have to show that no other combination of an integer $q^{\prime}$ and a natural number $r^{\prime}$ satisfy both (D1) and (D2). Suppose to the contrary that there exist $q^{\prime}, r^{\prime} \in \mathbb{Z}$ such that $n=q^{\prime} d+r^{\prime}$ and $0 \leqslant r^{\prime}<d$. By substitution,

$$
\begin{align*}
r^{\prime}-r & =\left(n-q^{\prime} d\right)-(n-q d) \\
& =\left(q-q^{\prime}\right) d . \tag{1.2}
\end{align*}
$$

Subtraction of integers is closed, so $r^{\prime}-r \in \mathbb{N}$ and $\left(q-q^{\prime}\right) d$ are both integers. If $0=q-q^{\prime}$, then substitution into equation (1.2) shows that $r-r^{\prime}=0$, as desired. If $0 \neq q-q^{\prime}$, we consider two cases. If $q-q^{\prime} \in \mathbb{N}^{+}$, then Question 1.21 tells us that $d \leqslant\left(q-q^{\prime}\right) d$ (replacing $a$ by $d$ and $b$ by $q-q^{\prime}$ ). This gives us

$$
0 \leqslant r^{\prime}-r \leqslant r<d \leqslant\left(q-q^{\prime}\right) d=r^{\prime}-r,
$$

a contradiction, so $q-q^{\prime} \notin \mathbb{N}^{+}$. Likewise, if $q-q^{\prime}$ is negative, we have $q^{\prime}-q \in \mathbb{N}^{+}$, so we play the same game with $r-r^{\prime}$ to obtain a contradiction. (That is, we negate both sides of equation (1.2).) Hence $q-q^{\prime}=0$ and $r-r^{\prime}=0$.

We have shown that if $d \in \mathbb{N}^{+}$, then there exist unique $q, r \in \mathbb{Z}$ satisfying (D1) and (D2). We still have to show that this is true for $d \in \mathbb{Z} \backslash \mathbb{N}$. In this case, $|d| \in \mathbb{N}^{+}$, so we can apply the former case to find unique $q, r \in \mathbb{Z}$ such that $n=q|d|+r$ and $0 \leqslant r<|d|$. By properties of arithmetic, $q|d|=q(-d)=(-q) d$, so $n=(-q) d+r$.

## Question 1.46.

Another way to prove the existence part of the Division Theorem is to form two sets $S=$ $\{n-q d: q \in \mathbb{Z}\}$ and $R=S \cap \mathbb{N}$, prove that $R \neq \varnothing$, and then use the well-ordering property to identify the smallest element of $R$, which is the remainder from division. Fill in the blanks of Figure 1.5 to see why $R$ is nonempty.

## Question 1.47.

If $a$ and $b$ are both natural numbers, and $0 \leqslant a-b$, then (a) why is $b \leqslant a$ ? Similarly, if $|d| \leqslant r$, then why are (b) $0 \leqslant r-|d|$ and (c) $r-|d| \leqslant r$ ?

Let $n, d \in \mathbb{Z}$, where $d \in \mathbb{N}^{+}$. Define $S=\{n-q d: q \in \mathbb{Z}\}$ and $R=S \cap \mathbb{N}$.
Claim: $R \neq \varnothing$.
Proof: We consider two cases.

1. First suppose $n \in \mathbb{N}$.
(a) Let $q=\ldots$. By definition of $\mathbb{Z}, q \in \mathbb{Z}$. (You can infer this answer by looking down a couple of lines.)
(b) By properties of arithmetic, $q d=$ $\qquad$ ـ.
(c) By $\qquad$ ,$n-q d=n$.
(d) By hypothesis, $n \in$ $\qquad$ .
(e) By $\quad, \quad n-q d \in \mathbb{N}$.
2. It's possible that $n \notin \mathbb{N}$, so now let's assume that, instead.
(a) Let $q=$ $\qquad$ . By definition of $\mathbb{Z}, q \in \mathbb{Z}$.
(Again, you can infer this answer by looking down.)
(b) By substitution, $n-q d=$ $\qquad$ .
(c) By $\qquad$ , $n-q d=-n(d-1)$.
(d) By $\qquad$ , $n \notin \mathbb{N}$, but it is in $\mathbb{Z}$. Hence, $-n \in \mathbb{N}^{+}$.
(e) Also by $\qquad$ , $d \in \mathbb{N}^{+}$, so arithmetic tells us that $d-1 \in \mathbb{N}$.
(f) Arithmetic now tells us that $-n(d-1) \in \mathbb{N}$. (pos $\times$ natural=natural)
(g) By $\qquad$ ,$n-q d \in \mathbb{N}$.
3. In both cases, we showed that $n-q d \in \mathbb{N}$. By definition of $\qquad$ ,$n-q d \in S$.
4. By definition of $\qquad$ ,$n-q d \in S \cap \mathbb{N}$.
5. By definition of $\qquad$ ,$S \cap \mathbb{N} \neq \varnothing$. Hence $R \neq \varnothing$.

Figure 1.5: Material for Question 1.46

Let $a, b, c \in \mathbb{Z}$.
Claim: If $a$ and $b$ both divide $c$, then $\operatorname{lcm}(a, b)$ also divides $c$.
Proof:

1. Let $d=\operatorname{lcm}(a, b)$. By ___, we can choose $q, r$ such that $c=q d+r$ and $0 \leqslant r<d$.
2. By definition of $\qquad$ , both $a$ and $b$ divide $d$.
3. By definition of $\qquad$ , we can find $x, y \in \mathbb{Z}$ such that $c=a x$ and $d=a y$.
4. By $\qquad$ ,$a x=q(a y)+r$.
5. By $\qquad$ ,$r=a(x-q y)$.
6. By definition of $\qquad$ , $a \mid r$. A similar argument shows that $b \mid r$.
7. We have shown that $a$ and $b$ divide $r$. Recall that $0 \leqslant r<d$, and $\qquad$ . By definition of $\mathrm{lcm}, r=0$.
8. By $\qquad$ $c=q d=q \operatorname{lcm}(a, b)$.
9. By definition of $\qquad$ , $\operatorname{lcm}(a, b)$ divides $c$.

Figure 1.6: Material for Question 1.50

Notation. If the Division Theorem tells us that the remainder is zero, then we write $d \mid n$. This is shorthand for saying, $d$ divides $n$. For instance, $2 \mid 6$. Try not to confuse this with $6 / 2$, which means something 6 divided by 2 . That is a completely different idea.

## Question 1.48.

Prove that if $a \in \mathbb{Z}, b \in \mathbb{N}^{+}$, and $a \mid b$, then $a \leqslant b$.

Definition 1.49. We define lcm, the least common multiple of two integers, as

$$
\operatorname{lcm}(a, b)=\min \left\{n \in \mathbb{N}^{+}: a \mid n \text { and } b \mid n\right\}
$$

This is a set-builder expression of the definition that you should already be familiar with: it's the smallest ( min ) positive $\left(n \in \mathbb{N}^{+}\right)$multiple of $a$ and $b(a \mid n$, and $b \mid n)$.

Question 1.50.
(a) Fill in each blank of Figure 1.6 with the justification.
(b) One part of the proof claims that "A similar argument shows that $b \mid r$." State this argument in detail.

## The equivalence of the Well-Ordering Principle and Induction

Fact 1.36 claims that the Well-Ordering Principle is equivalent to the Induction Principle.
Why? First we show the Induction Principle implies the Well-Ordering Principle. Assume that the Induction Principle is true, and let $S$ be any subset of $\mathbb{N}$. Recall that $\leqslant$ is a linear ordering of $\mathbb{N}$, so we can compare any two elements of $S$. If $S$ is finite with $n$ elements, then we can enumerate its elements as $s_{1}, \ldots, s_{n}$, and sort them according to $\leqslant$, so we can find a smallest element.

Otherwise, suppose $S$ is infinite. We proceed by induction. If $0 \in S$, then for any $s \in S$, we know that $s-0=s$, and $s$ is a natural number, so $0 \leqslant s$. That makes 0 a minimal element. Now let $i \in \mathbb{N}$, and suppose that none of $0, \ldots, i-1$ is in $S$, but $i$ is. We claim that $i$ is a minimal element of $S$. To see why, consider the set $T=\{s-i: s \in S\}$. This is also a subset of $\mathbb{N}$, because the definition of subtraction tells us $s-i \notin \mathbb{N}$ only when $s \in\{0, \ldots, i-1\}$, and none of those numbers is in $S$ by hypothesis. In addition, $0 \in T$ because $i \in S$, so putting $s=i$ in the definition of $T$ gives us $i-i \in T$. We already showed that any subset of $\mathbb{N}$ that contains 0 has 0 as a least element, so 0 is the least element of $T$. We return to $S$. Let $s \in S$; we claim that $i \leqslant s$. To see why, consider $i-i=0$ and $s-i$. As previously discussed, both elements are in $T$, and $0 \leqslant s-i$. This is true if and only if $0+i \leqslant(s-i)+i$, or, $i \leqslant s$. Since $s$ was arbitrary, $i$ is indeed the smallest element of $S$.

We have shown that any subset $S$ of $\mathbb{N}$ has a smallest element with respect to $\leqslant$. This proves that $\mathbb{N}$ is well ordered by $\leqslant$.

Now we show that the Well-Ordering Principle implies the Induction Principle. Assume that the Well-Ordering Principle is true, and let $S \subseteq \mathbb{N}$, satisfying both the inductive hypothesis and the inductive step. Let $N$ be the set of all such natural numbers that are not in $S$. If $N=\varnothing$, we are done. Otherwise, the Well-Ordering Principle tells us $N$ has a smallest element, which we call $n$. We cannot have $n=0$, as that would violate the inductive hypothesis, which we assumed was true. Hence $n \neq 0$, which means $n-1 \in \mathbb{N}$. The choice of $n$ as the smallest element of $N$ implies that $n-1 \in S$, since after all $n-1<n$ (this is easy to see if you think about the definition). However, we also assumed $S$ satisfies the inductive step, so $(n-1)+1 \in S$, but $n=(n-1)+1$, contradicting the hypothesis that $n \in N$. Hence $N=\varnothing$, and $S=\mathbb{N}$.

### 1.5 Division on the lattice (optional)

Algebra is nothing more than geometry, in words;
geometry is nothing more than algebra, in pictures.

- Sophie Germain

We have shown that we can divide both integers and natural numbers to obtain a quotient and remainder. Can we divide on the lattice, identifying a quotient and a remainder? If so, is the result unique?



Figure 1.7: Multiplication on the lattice.

We can in fact perform division on the lattice. To do that, we first have to think about the other operations: addition, subtraction, and multiplication. Let $P=(p, q)$ and $R=(r, s)$ be points on $L$. We'll define addition in a natural way,

$$
P+R=(p+r, q+s) .
$$

For subtraction, use

$$
P-R=(p-r, q-s),
$$

but notice that this doesn't always give us a point in the natural lattice. So, let's expand our view to the integer lattice, $\mathbb{Z}^{2}$; as with division of natural numbers, we can work first in $\mathbb{Z}^{2}$, then switch back to $\mathbb{N}^{2}$ once that's out of the way.

What of multiplication? Since the lattice is two-dimensional, we'd like multiplication to move us in two dimensions. We adopt the following convention:

- $(p, q) \cdot(c, 0)=(p c, q c)$, the point on the line that connects the origin to $(p, q)$, but with a length $c$ times that from the origin to $(p, q)$;
- $(p, q) \cdot(0, d)=(-q d, p d)$, the point on the line perpendicular to the line that connects the origin to $(p, q)$, but with a length $d$ times that from the origin to $(p, q)$;
- $(p, q) \cdot(c, d)=(p, q) \cdot(c, 0)+(p, q) \cdot(0, d)=(p c-q d, p d+q c)$, the vector sum of the previous two.

See Figure 1.51. This may look odd, but it extends well to other problems, as you will learn later.

## Question 1.51.

Suppose $P=(3,1)$.
(a) Calculate $P \cdot(c, 0)$ for several different values of $c$. Sketch the resulting points on $\mathbb{Z}^{2}$. Observe how the results conform to the description in the text.
(b) With the same value of $P$, calculate $P \cdot(0, d)$ for several different values of $d$. Sketch the resulting points on $\mathbb{Z}^{2}$. Observe how the results conform to the description in the text.
(c) With the same value of $P$, calculate $P \cdot(c, d)$ for several different combinations of values of $c$ and $d$ that you used in parts (a) and (b). Sketch the resulting points on $\mathbb{Z}^{2}$. How would you describe the results geometrically?

As with division of natural numbers, the goal of dividing $P=(p, q)$ by $D=(c, d)$ will be to move $D$ "closer and closer" to $P$ via subtraction from $P$, until the remaining distance is so small that subtraction no longer makes it smaller. If we measure our distance with integers, we can then apply the Well Ordering Principle via Fact 1.41 to guarantee the division ends.

But how can we measure distance with integers? The traditional distance formula is based on the Pythagorean Theorem, and relies on radicals:

$$
\text { the distance between }(p, q) \text { and }(r, s) \quad \text { is } \quad \sqrt{(p-r)^{2}+(q-s)^{2}}
$$

That's bad, because Fact 1.41 does not apply to radicals. For instance, the sequence

$$
\sqrt{\frac{1}{2}}>\sqrt{\frac{1}{3}}>\sqrt{\frac{1}{4}}>\sqrt{\frac{1}{5}}>\cdots
$$

consists of positive numbers, and continues indefinitely.
Don't let that discourage you! It's actually easy to get around this; we'll just use a different distance formula, modifying the traditional one so that it doesn't use radicals,

$$
\text { the "square distance" between }(p, q) \text { and }(r, s) \quad \text { is } \quad(p-r)^{2}+(q-s)^{2} .
$$

The square distance is always natural, opening the way to use Fact 1.41. It's a bit tedious to write "square distance" all the time, so we'll write sqd ( $P, Q$ ) for the square distance between $P$ and $Q$. We consider the distance from a point to the origin to be its size, much like absolute value, so we will write $\|R\|_{\text {sq }}$ to indicate this value.
The Division Theorem for the lattice. Let $N$ and $D$ be two points of $\mathbb{Z} \times \mathbb{Z}$. If $D \neq 0$, we can find $Q \in \mathbb{Z} \times \mathbb{Z}$ (the quotient) and $R \in \mathbb{N} \times \mathbb{N}$ (the remainder) satisfying the two conditions

D1) $N=Q D+R$, and
D2) $0 \leqslant\|R\|_{\text {sq }}<\|D\|_{\text {sq }}$.
. However, the points $Q$ and $R$ may not be unique.
Proof. Let $S_{0}=N$, and for $i \in \mathbb{N}^{+}$define $S_{i}=N-(i, 0)$. Let $\mathcal{S}=\left\{\left\|S_{i}\right\|_{\text {sq }}: i \in \mathbb{N}\right\}$. This is a set of natural numbers, so by the well ordering of $\mathbb{N}, \mathcal{S}$ has a smallest element, corresponding to a particular $S_{a}$. Let $T_{0}=S_{a}$. For $j \in \mathbb{N}^{+}$, define $T_{j}=S_{0}-(a, j) D$. Let $\mathcal{T}=\left\{\left\|T_{j}\right\|_{\text {sq }}: j \in \mathbb{N}\right\}$. It also has a smallest element, corresponding to a particular $T_{b}$. Let $Q=(a, b)$ and $R=T_{b}$; by definition and substitution, we have $R=N-Q \cdot D$, or $N=Q D+R$. This satisfies (D1).


Figure 1.8: Illustration of the proof of existence for the Division Theorem in $\mathbb{N}^{2}$. Let the Euclidean distance from $Q D$ to $Q D+(1,0) D$ and to $Q D+(0,-1) D$ be $d$. Suppose $d$ is smaller than the square distance from $Q D$ to $N$, which is then $d+k$ with some positive $k$. In this diagram, $\alpha$ and $\beta$ form acute angles between two extensions from $Q D$ to the segment joining $Q D$ and $N$. Our task is to show that one of $a$ or $b$ is less than $d+k$, contradicting the choice of $Q$ to minimize this distance.

To show that $Q$ and $R$ also satisfy (D2), suppose the contrary, that is, $\|R\|_{\text {sq }} \geqslant\|D\|_{\text {sq }}$. The set $\mathcal{U}=\{[Q \pm(1,0)] \cdot D,[Q \pm(0,1)] \cdot D\}$ is finite, so one of its points has a distance to $N$ that is no larger than the other three. Now consider Figure 1.8. At least two points of $\mathcal{U}$ form angles with the line $N-Q D$ that are no larger than $90^{\circ}$.

We consider two cases. If $\alpha=\beta=45^{\circ}$, the Law of Cosines tells us

$$
a^{2}=b^{2}=d^{2}+(d+k)^{2}-\sqrt{2} \cdot d(d+k) .
$$

We assumed $\|R\|_{\text {sq }} \geqslant\|D\|_{\text {sq }}$. By substitution, $\|N-Q D\|_{\text {sq }} \geqslant\|D\|_{\text {sq }}$. We chose $Q$ to minimize the square distance between $Q D$ and $N$, so $\|N-Q D\|_{\text {sq }} \leqslant a^{2}$. By substitution,

$$
\left(d+k^{2}\right) \leqslant d^{2}+(d+k)^{2}-\sqrt{2} \cdot d(d+k) .
$$

Rewrite this as

$$
0 \leqslant d^{2}-\sqrt{2} \cdot d(d+k)
$$

Since $d$ is positive, we can rewrite again as

$$
0 \leqslant d-(d+k) \sqrt{2}
$$

but $k \geqslant 0$ implies that $d-(d+k) \sqrt{2}<0$, contradicting the choice of $Q$.
In the case that $\alpha, \beta \neq 45^{\circ}$, one of the segments lengthens, while the other shortens, making it smaller than $d+k$; hence, one of them is closer to $N$ than QD, contradicting the choice of $Q$.

Figure 1.8 also hints at why we might have two distinct quotients and remainders of the same size. If two possible remainders are $(1,0)$ and $(0,1)$, with $\|D\|_{\text {sq }}>1$, we cannot get closer, and either solution works.

We can thus extend the notion of "division" that we gave above to anything we can "view" as an integer lattice.

## Question 1.52.

Suppose $N=(10,4)$.
(a) Let $D=(3,1)$, and $R=N-(3,0) \cdot D$. Show that $\|R\|_{\text {sq }}<\|D\|_{\text {sq }}$.
(b) Let $D=(1,3)$, and $R=N-(3,-3) \cdot D$. Show that $\|R\|_{\text {sq }}<\|D\|_{\text {sq }}$.
(c) Explain how the results of parts (a) and (b) conform to those described in the text.
(d) Suppose $N=(10,4)$ and $D=(2,2)$. Find $Q \in L$ such that if $R=N-Q \cdot D$, then $\|R\|_{\text {sq }}<\|D\|_{\text {sq }}$. Sketch the geometry of $N, D, Q D$, and $R$.
(e) Is the result unique? That is, could you have found $Q^{\prime} \in L$ such that $R=N-Q^{\prime} \cdot D$, $\|R\|_{\mathrm{sq}}<\|D\|_{\mathrm{sq}}$, and $Q^{\prime} \neq Q$ ?
(f) Show that for any $N, D \in L$ with $D \neq(0,0)$, you can find $Q, R \in L$ such that $N=Q \cdot D+R$ and $\|R\|_{\text {sq }}<\|D\|_{\text {sq }}$. Again, try to build on the geometric ideas you gave in (e).

### 1.6 Polynomial division

He who can properly define and divide is considered to be a god.

- Plato

You may be wondering how the material we've studied so far is related to algebra, which you probably associate more with polynomials than with games. Take a look back at Ideal Nim's playfield, the lattice $\mathbb{N}^{2}$. This game is related to polynomials, or at least to monomials, which are products of variables.

- Any point $(a, b)$ on the lattice corresponds in unique fashion to a monomial in two variables, $x^{a} y^{b}$.
- The choice $(a, b)$ disqualifies other points $(c, d)$; we called them Gone from Gameplay. The rule was that $(c, d)$ is Gone from Gameplay if $a \leqslant c$ and $b \leqslant d$. In this case, the corresponding monomial $x^{c} y^{d}$ is divisible by $x^{a} y^{b}$.
- Just as the lex ordering $\leq_{\text {lex }}$ is a well ordering of $\mathbb{N}^{2}$, it is a well ordering of monomials in two variables.

By this reasoning, we could extend division with quotient and remainder on the lattice to define division with quotient and remainder of monomials. Whether such a division with remainder is useful, we leave to others to ponder; we merely point out that it exists.

## Question 1.53.

If you are so inclined, however, translate the results of Question 1.52 to monomials. "Multiplication" and "subtraction" in the Division Theorem actually translate to what operations on monomials?

We turn instead to division with quotient and remainder of polynomials. When one polynomial is a multiple of another, we would like the quotient and remainder to be consistent with previous choices. For instance, dividing $(x+1)(x-1)$ by $x-1$ should clearly give us a quotient of $x+1$ and a remainder of 0 .

We would also like to replicate the distinct behavior of integer division: that is, the remainder $r$ should in some manner be "smaller" than the divisor $g$. This isn't too hard to grasp if you think about what comes naturally: we want to subtract multiples of $g$ in such a way as to make $f$ smaller.

Example 1.54. Suppose $f=x^{2}+1$ and $g=x-1$. A natural way to make $f$ "smaller" is to multiply $x-1$ by $x$ and subtract:

$$
f-x g=\left(x^{2}+1\right)-x(x-1)=x+1 .
$$

We end up with $x+1$ as a remainder.
That hardly seems complete, as we can subtract another multiple of $x-1$ :

$$
(f-x g)-g=(x+1)-(x-1)=2 .
$$

Putting them together, we have

$$
f=(x+1) g+2
$$

We now have 2 as our remainder, and it is not possible to remove any more multiples of $x-1$.
What the example should show you is that we make $f$ "smaller" by reducing its largest exponent. We call this largest exponent the degree of a polynomial. The degree makes a "natural" target, not only because it seems to shrink the polynomial, but also because it relates polynomial division to the Well Ordering Principle, which we used to set up division on both the integers and the lattice.

We have to be a little careful here: what is $\operatorname{deg} 0$ ? You might be tempted to say that $\operatorname{deg} 0=1$ because 0 is a constant, so $0=0 \cdot 1=0 \cdot x^{0}$, but we could just as easily say that $0=0 \cdot x^{1}$ or $0=0 \cdot x^{2}$ or $\ldots$ You get the idea. To avoid this pickle, we agree that the term "degree" applies only to nonzero polynomials, and that the zero polynomial has no degree.

Another complication lies hidden in the weeds. It isn't too hard to divide 7 by 5 , but what do we do with $7 x$ and $5 x$ ? Writing $7 x=5 \cdot x+2 x$ does not decrease the degree, and the joy of decreasing the coefficient evaporates when we realize that we can decrease the coefficient even more by writing $7 x=5 \cdot x+0 x$. In any case, this problem grows even more annoying when dividing binomials, trinomials, and so forth. We will content ourselves to restrict divisors to polynomials whose leading coefficients is 1 . We call such polynomials monic.
The Division Theorem for polynomials. Let $f, g$ be polynomials in one variable with integer coefficients, with the leading coefficient of $g$ being 1 . We can find exactly one polynomial $q$ and exactly one polynomial $r$, also with integer coefficients, satisfying the conditions

D1) $f=q g+r$, and
D2) $r=0$ or $0 \leqslant \operatorname{deg} r<\operatorname{deg} g$.
Proof. First we show that some sort of quotient and remainder exist. If $\operatorname{deg} f<\operatorname{deg} g$, then let $r=f$ and $q=0$; this satisfies both properties. For the case $\operatorname{deg} f \geqslant \operatorname{deg} g$, we proceed by induction on the difference in degree.

## Question 1.55.

Suppose that $f=3 x^{2}+2$ and $g=x^{2}-x+2$. These have the same degree, so we can subtract from $f$ a constant multiple of $g$ to obtain a remainder of smaller degree. Do that, then use the result to follow through the next paragraph of the proof.

Continuation of proof. For the inductive base, assume $\operatorname{deg} f-\operatorname{deg} g=0$; that is, the polynomials have the same degree. Write $c$ for the leading coefficient of $f$. Let $q=c$, and $r=f-c g$. We have

$$
q g+r=c g+(f-c g)=f
$$

satisfying (D1). In addition, if $\operatorname{deg} f=d$, we can write $f=c x^{d}+f^{\prime}$ and $g=x^{d}+g^{\prime}$, where the degrees of $f^{\prime}$ and $g^{\prime}$ are smaller than those of $f$ and $g$, respectively. That gives us

$$
f-c g=\left(c x^{d}+f^{\prime}\right)-c\left(x^{d}+g^{\prime}\right)=\left(c x^{d}+f^{\prime}\right)-\left(c x^{d}+c g^{\prime}\right)=f^{\prime}-c g^{\prime} .
$$

We may not know the degree of $f^{\prime}-c g^{\prime}$ with precision, but we can say that it's smaller than d. Since $\operatorname{deg} g=\operatorname{deg} f=d$, either $r=0$ or $0 \leqslant \operatorname{deg} r<\operatorname{deg} d$, satisfying (D2).

Question 1.56.
Suppose that $f=2 x^{3}+x^{2}+4 x+2$ and $g=x^{2}-x+2$. These have different degree. Subtract from $f$ a polynomial multiple of $g$ to obtain a remainder of smaller degree. Do that, then use the result to follow through the next paragraph of the proof. The remainder should look quite familiar.

Continuation of proof. Now assume that the claim holds for $\operatorname{deg} f-\operatorname{deg} g=i$ whenever $i=$ $0,1,2, \ldots, n-1$. What about $i=n$ ? Again, write $c$ for the leading coefficient of $f$. Let $q^{\prime}=c x^{n}$, and $r^{\prime}=f-q^{\prime} g$. As before, if $\operatorname{deg} f=d$, we can write $f=c x^{d}+f^{\prime}$, where $\operatorname{deg} f^{\prime}<d$. If $\operatorname{deg} g=a$, we can write $g=x^{a}+g^{\prime}$, where $\operatorname{deg} g^{\prime}<a$. We have

$$
r^{\prime}=\left(c x^{d}+f^{\prime}\right)-c x^{n}\left(x^{a}+g^{\prime}\right)=\left(c x^{d}+f^{\prime}\right)-\left(c x^{a+n}+c x^{n} g^{\prime}\right) .
$$

Recall that $a+n=\operatorname{deg} g+(\operatorname{deg} f-\operatorname{deg} g)=\operatorname{deg} f=d$, so substitution gives us

$$
r^{\prime}=\left(c x^{\nless}+f^{\prime}\right)-\left(c x^{\nless}+c x^{n} g^{\prime}\right)=f^{\prime}-c x^{n} g^{\prime} .
$$

We already pointed out that $\operatorname{deg} f^{\prime}<\operatorname{deg} d$; we also have $\operatorname{deg}\left(c x^{n} g^{\prime}\right)=n+\operatorname{deg} g^{\prime}<n+a=d$. Again, $r=0$ or $\operatorname{deg} r^{\prime}<\operatorname{deg} f=n$. If $r=0$, we are done, so suppose $r \neq 0$, in which case
$\operatorname{deg} r<n$. By the inductive hypothesis, we can find $q^{\prime \prime}$ and $r^{\prime \prime}$ such that $r^{\prime}=q^{\prime \prime} g+r^{\prime \prime}$ and $\operatorname{deg} r^{\prime \prime}<\operatorname{deg} g$. By substitution and rewriting,

$$
f=q^{\prime} g+r^{\prime}=q^{\prime} g+\left(q^{\prime \prime} g+r^{\prime \prime}\right)=\left(q^{\prime}+q^{\prime \prime}\right) g+r^{\prime \prime}
$$

Let $q=q^{\prime}+q^{\prime \prime}$ and $r=r^{\prime \prime}$, and we satisfy both (D1) and (D2).
How about the result's uniqueness? Suppose we can find polynomials $q_{1}, q_{2}, r_{1}$, and $r_{2}$ such that

$$
f=q_{1} g+r_{1}=q_{2} g+r_{2} \quad \text { and } \text { for } i=1,2 r_{i}=0 \text { or } 0 \leqslant \operatorname{deg} r_{i}<\operatorname{deg} g .
$$

Rewrite the first equations as

$$
\left(q_{1}-q_{2}\right) g=r_{2}-r_{1}
$$

If the polynomial on the left is nonzero, then its degree is no smaller than $\operatorname{deg} g$. If the polynomial on the right is nonzero, then its degree is smaller than deg $g$. It's not possible to have a nonzero polynomial with two different degrees - the definition of degree is unambiguous - so the polynomials must be zero. That means $r_{1}=r_{2}$, which forces $q_{1}=q_{2}$; otherwise, the degree on the left would be nonzero.

As with integer division, the proof of this theorem outlines an algorithm to compute the quotient and remainder. (An algorithm is a finite list of instructions with a well-specified output, which is guaranteed to terminate after finitely many operations.) We know that the method will end after finitely many steps, because the degrees of the remainders form a decreasing sequence of natural numbers, and the well-ordering applies. Indeed, this algorithm is sometimes called "long division" of polynomials.

Question 1.57.
Divide $f=10 x^{6}-3 x^{4}+1$ by $g=x^{3}+x+1$.

In all these questions, both $f$ and $g$ are polynomials with integer coefficients.
Question 1.58.
Sometimes we can divide $f$ by a non-monic $g$, if we're willing to surrender the requirements that the resulting quotient and remainder have integer coefficients. Can you find an example where $g$ is non-monic, but the quotient and remainder do have integer coefficients? Try to find a non-trivial example; that is, you should have $f \neq 0$ and $f \neq q g$ for any polynomial $q$.

## Question 1.59.

The Factor Theorem claims that if we divide $f$ by $g$ and have a zero remainder, then any root of $g$ is a root of $f$. Why is this true?
(A root of a polynomial $g$ is any value $a$ of $x$ such that $g(a)=0$. So the problem is really asking why $g(a)=0$ implies $f(a)=0$ under the given hypothesis.)

## Question 1.60.

The Remainder Theorem claims that if we let $a$ be any integer, and divide $f$ by $g=x-a$, the remainder is a constant that has the same value as $f(a)$. Why is this true?

## Question 1.61.

The Division Theorem requires that the polynomials be in one variable only. What if two polynomials have two or more variables? You first have to decide how to determine a leading monomial; for instance, what should be the leading monomial of $x^{2}+x y+y^{2}$ ?
(a) Describe a way of choosing a leading monomial.
(b) Try to divide polynomials in several variables. Use several examples. Are you able to identify a quotient and remainder that satisfy (MD1) $f=q g+r$ and (MD2) $r=0$ or $r$ is somehow smaller than $g$ ? (You have to explain how $r$ is smaller.)
(c) If it does work, describe a Multivariate Polynomial Division Theorem, and try to prove it. If it doesn't work, explain why not.

## Question 1.62.

Where in this chapter did Noetherian behavior show up? List as many places as you can; I can think of four off the top of my head. (Go ahead and count those occasions where we explained how one system could be viewed as a more fundamental system, since that really does count.)

## Chapter 2

## Algebraic systems and structures

In the previous chapter, we using decreasing sequences of natural numbers to formulate division in several different contexts. We already pointed out that division is rather unusual as an operation, because rather than producing only one result, it produces two, the quotient and a remainder.

Many mathematics courses treat division differently: they ignore remainders, and treat quotient exclusively as a position on the real line. This can give students the impression that remainders are mostly useless artifact. In fact, it is often the case that the quotient is useless, and what really matters is the remainder!

That is mostly the case in the course, and this chapter will use remainders as an example to introduce you to some very elegant properties, as well as to one of the most elegant and useful objects ever devised, the finite field.

### 2.1 From symmetry to arithmetic

Those who assert that the mathematical sciences say nothing of the beautiful or the good are in error. ... The chief forms of beauty are order and symmetry and definiteness, which the mathematical sciences demonstrate in a special degree.

- Aristotle, Metaphysics, Book XIII

We return a few moments to Ideal Nim, as a fun way to help motivate some material that follows. In this section, we want to consider the question,

How do we evaluate a value of a position of Ideal Nim?
If you've played the game a bit, you may have noticed that any player who can "divide" the playing field into two, visually symmetric regions can force a win. For instance, suppose the game starts in this form, which you should recognize as the first game in Question 1.1:


If Alice chooses the position $(2,2)$, then she can reply to Bob's subsequent choices with a symmetric choice:


Unfortunately, not every game is visually symmetric, but sometimes a player can force a chronological symmetry. That is, you can turn the game into something that is effectively symmetric. For instance, suppose the game starts in this form, which you should recognize as the beginning of the game that leads to the second configuration in Question 1.3:


If Alice chooses the position $(0,2)$ - giving precisely the second configuration in Question 1.3 - then she can force a chronological symmetry in the following way:

- if Bob chooses $(a, 0)$, Alice should choose $(a-1,1)$;
- if Bob chooses $(a, 1)$, Alice should choose $(a+1,0)$.

Try this a few times to make sure you see how it works.
So the game can be won by chronological symmetry - in fact, the game is always won by chronological symmetry. Can we model this strategy arithmetically? What sort of properties should this arithmetic enjoy? The case of a visually symmetric game suggests the following.

Fact 2.1. If $x$ is a value of a configuration of the game, then $x$ cancels itself.
You can sort-of see this in the first game above: if we start with the choice of $(2,2)$, then we can mirror any subsequent choice of $(a, b)$ with $(b, a)$, which is really the same move in an independent game.

This is not so easy to see in the second game, which is not visually symmetric. One way of seeing this property in the non-symmetric case is to define a new game, say "Dual Ideal Nim" (DIM), where players play two games of Ideal Nim, on two different lattices, at the same time. Were the Forbidden Frontier identical in each game, Bob would always win: whatever position Alice selects in one game, Bob can select the exact same position in the second, showing that any move cancels itself. Again, it will help to draw a game of DIM that is based on the nonsymmetric configuration to see what is going on.

Self-canceling symmetry implies an arithmetic where $x+x=0$ for any value of $x$. That seems odd: how can you add $x$ to itself and obtain zero, unless $x=0$ already? Is there a more serious mathematical ground for this?

As a matter of fact, yes, and you use it every day! For instance, if you want to know the time 12 hours from now, and the time 12 hours after that, you could add 12 twice, working out the special aspects of a clock - or you could take advantage of the fact that adding $x=12$ twice has the effect of canceling itself out! Indeed, if you want to know the time after $y$ hours has passed, just add $y$ and divide by 24 ; the remainder (!) tells you the current time.

Technically, time goes on and on without end, so we could list the hours from here to eternity as $\{0,1,2, \ldots\}$, which just so happens to be $\mathbb{N}$. But when you actually compute the hour of a day, you only work with the hours $\{1,2,3, \ldots, 11\}$ (if you use the conventional 12hour clock) or $\{0,1,2, \ldots, 23\}$ (if you use a 24 -hour clock). But aside from the fact that there are 24 hours in a day, from a mathematical point of view there's nothing really special about 12 or 24. In other situations and applications, it could be useful to play the same game with almost any other integer.
Example 2.2. The Roman general Julius Cæsar used a system called the Cæsar cipher to encrypt messages between separated army units. We can describe it mathematically in this fashion:

- replace the letters in the message with the numbers $A=1, B=2, C=3, \ldots, Z=26$;
- add 3 to each number in the message;
- if the value of a number is greater than 26 , subtract 26 from that number;
- obtain the encrypted message by replacing the numbers with the letters $1=A, 2=B$, $3=C, \ldots, 26=Z$.

Decryption consists of the very straightforward process of subtracting 3 from the letters' values, rather than adding. This is just like the clock, but using 26 instead of 24 (or 12).

Question 2.3.
Can you decrypt the following message, written using the Cæsar cipher?
GDCCOHPHZLWKPDWK

## Question 2.4.

The Romans varied the Cæsar cipher by changing the second step. Rather than add 3 to each number in the message, they might add a different number instead, or even subtract. Knowing that the following message was generated using a Cæsar cipher, though you don't know what number was added or subtract, nor even whether it was added or subtracted, can you identify the precise technique and decrypt it?

THAOLTHAPJZPZAOLXBLLUVMAOLZJPLUJLZ
Hint: The most frequently used letters in English are e, t , and a. Look for a letter that appears frequently in the message, and see if assigning it to one of those three does the trick.

## Clockwork arithmetic of integers

Through the rest of this chapter, $d$ is a fixed, nonzero integer. We use $\mathbb{Z}$ for the integers, so we'll adopt $\mathbb{Z}_{d}$ for the set of all remainders from dividing by $d$. We'll use $d=4$ for most examples, and an undetermined $d$ for general reasoning. The Division Theorem tells us that remainders must be both nonnegative and smaller than $d$, so in the examples we look at $\mathbb{Z}_{4}=$ $\{0,1,2,3\}$, while in general we think about $\mathbb{Z}_{d}=\{0,1,2, \ldots, d-1\}$.

Let $a, b \in \mathbb{Z}$. Suppose the Division Theorem gives us quotients $p, q$ and remainders $r, s$ such that $a=p d+r$ and $b=q d+s$. What can we say about the remainder of $a+b$ ? On the one hand, substitution gives us

$$
a+b=(p+q) d+(r+s)
$$

so we might be tempted to say that the remainder is $r+s$. Unfortunately, that's not always a remainder.

Example 2.5. With $d=4, a=7$, and $b=-22$, we have $r=3$ and $s=2$. The remainder of $a+b=-15$ is 1 , but $r+s=5$, which isn't even a remainder!

Let's not give up quite yet. You may have noticed a relationship between 1 (the actual remainder of $a+b$ ) and 5 (the sum of the remainders of $a$ and $b$ ): the remainders are equal. If you try different values of $a$ and $b$, you will observe a similar result: even if $r+s$ isn't equal to the remainder of $a+b$, the remainders of $r+s$ and $a+b$ are equal. If you try different values of $d$, you will observe the same phenomenon.

Theorem 2.6. Let $r$ and $s$ be the remainders of dividing integers $a$ and $b$ by $d$. The remainder of $a+b$ is the same as the remainder of $r+s$ (both when divided by $d$ ).

Proof. Let $u$ be the remainder of $r+s$. Let $q_{a}, q_{b}, q_{r+s}$ be the quotients of division of $a, b$, and $r+s$ by $d$. By definition,

$$
r+s=q_{r+s} d+u
$$

By substitution,

$$
\begin{align*}
a+b & =\left(q_{a} d+r\right)+\left(q_{b} d+s\right) \\
& =\left(q_{a}+q_{b}\right) d+(r+s) \\
& =\left(q_{a}+q_{b}\right) d+\left(q_{r+s} d+u\right) \\
a+b & =\left(q_{a}+q_{b}+q_{r+s}\right) d+u . \tag{2.1}
\end{align*}
$$

Closure of addition means $q_{a}+q_{b}+q_{r+s}$ is an integer, so line (2.1) satisfies criterion (D1) of the Division Theorem. But $u$ is a remainder, so it also satisfies criterion (D2)! Division of integers gives us a unique remainder, so the remainder of $a+b$ is $u$, the remainder of $r+s$.

It's nice to know that the remainders of $a+b$ and $r+s$ are the same, but the theorem doesn't tell us any relationship between the $a+b$ and $r+s$, or at least not an obvious one. In fact, we can specify this relationship with precision.

Example 2.7. The remainders in the Example 2.5 were 1 and 5 . Notice that $5-1=4$. In fact, for any number $c$ and its remainder $r$, their difference $c-r$ will be a multiple of 4 .

Again, this applies to any non-zero integer $d$. This is almost obvious, since we can rewrite criterion (D1) of the Division Theorem as

$$
d q=c-r,
$$

an explicit statement that $d$ divides $c-r$. We can visualize this in the following way:

| $0 \cdots$ | $r$ | $\cdots$ | $d-1$ | $0+d$ | $\cdots$ | $r+d$ | $\cdots$ | $(d-1)+d$ | $\cdots$ | $0+q d$ | $\cdots$ | $r+q d=a$ | $\cdots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |$(d-1)+q d$

Division by $d$ involves repeated subtraction of $d$. Each of the values $r, r+d, \ldots, r+q d$ is a distance of $d$ values from the next. So, of course $d$ divides the difference of a number and its remainder from division by $d$.

This relationship further extends to any two numbers with the same remainder.
Theorem 2.8. Two integers $a$ and $b$ have the same remainder after division by $d$ if and only if d divides $a-b$.

Proof. Assume that $a$ and $b$ have the same remainder $r$ after division by $d$. The Division Theorem tells us that we can find integers $p, q$ such that $a=p d+r$ and $b=q d+r$. By substitution,

$$
a-b=(p d+r)-(q d+r)=(p-q) d .
$$

By definition, $d$ divides $a-b$.
Conversely, assume that $d$ divides $a-b$. Let $r$ and $s$ be the remainders after dividing $a$ and $b$ by $d$, respectively. Find $p, q \in \mathbb{Z}$ such that $a=p d+r$ and $b=q d+s$, and choose $m \in \mathbb{Z}$ such that $d m=a-b$. By substitution and a little algebra,

$$
\begin{aligned}
d m & =(p d+r)-(q d+s) \\
d(m-p+q) & =r-s .
\end{aligned}
$$

The left hand side is a multiple of $d$. As the difference of two remainders, the right hand side is strictly between $-d$ and $d$; as it equals the left hand side, it must also be a multiple of $d$. This is possible only if $r-s=0$, or $r=s$. So $a$ and $b$ have the same remainder $r$ after division by $d$.

This relationship is sufficiently important that we write $a \equiv_{d} b$ whenever $a$ and $b$ have the same remainder after division by $d-$ or, equivalently, whenever $d$ divides $a-b$. We call $d$ the modulus of the expression $a \equiv_{d} b$. When the divisor is obvious, we simply write $a \equiv b$. This is sometimes pronounced, " $b$ is equivalent to $b$ (modulo $d$ )."

This is similar to adding time. On a traditional clock, adding 8 hours to ten o'clock doesn't give you 18 o'clock; it gives you 6 o'clock: and the 6 comes from subtracting 12 , the modulus. Put another way, $18 \equiv_{12} 6$.

How does this relate to Ideal Nim? Recall that we wanted an arithmetic where $x+x=0$. Consider the set $\mathbb{Z}_{2}=\{0,1\}$; in this case, $0+0 \equiv 0$ and $1+1 \equiv 0$. This isn't large enough to model all the possible values of Ideal Nim, but it does show that at least one set has an arithmetic where this makes sense. Eventually we will find more.

## Question 2.9.

Show that clockwork multiplication is consistent; that is, if $r$ and $s$ are the respective remainders of dividing integers $a$ and $b$ by $d$, then the remainder of $a b$ is the same as the remainder of $r$. In short, $a b \equiv_{d} r s$.

## Question 2.10.

On the other hand, show that clockwork division has the following undesirable behavior: for at least one $d \in \mathbb{N}^{+}$, you can find nonzero integers $a, b, c \in \mathbb{Z}_{d}$ such that $a b \equiv_{d}$ ac but $b \not \equiv_{d} c$. This shows that you cannot divide by $a$, even though it is non-zero. This will be a big deal later.

## Question 2.11.

Continuing from Question 2.10, can you find a particular $d \in \mathbb{N}^{+}$where clockwork division does behave desirably? You're looking for a $d$ where every nonzero $a, b, c \in \mathbb{Z}_{d}$ satisfying $a b \equiv a c$ also satisfy $b \equiv c$.

Hint: Neither of the previous two problems requires a large value of $d$.

### 2.2 Properties and structure

If people do not believe that mathematics is simple, it is only because they do not realize how complicated life is.

- John von Neumann

We just saw that addition of remainders is in some sense "sensible." Just how similar are addition of integers and addition of remainders? Both are examples of operations; but what are those? Let $S$ and $T$ be sets. A binary operation from $S$ to $T$ is any function $f: S \times S \rightarrow T$. If $S=T$, we say that $f$ is a binary operation on $S$. We will call the combination of a set with one or more binary operations an algebraic system.

The most familiar algebraic system is the natural numbers under addition. You've met many other algebraic systems:

- polynomials under addition and multiplication;
- rational numbers under addition and multiplication;
- matrices under addition and multiplication; and just recently you met
- $\mathbb{Z}_{d}$ under addition.

Over the remainder of this course, you will meet and study a number of other algebraic systems.

## Properties with one operation

The "fundamental" sets we've looked at so far are $\mathbb{N}, \mathbb{N}^{+}$, and $\mathbb{Z}$. Let's look at the naturals first; the operation we associate with them is addition. What do we know about that addition?

- The sum of two natural numbers is also natural. We call this closure, and say that $\mathbb{N}$ is closed under addition.
- For the sum of three natural numbers, it doesn't matter if we add the first two numbers first, or the last two numbers first; the answer is always the same. We call this the associative property, and say that $\mathbb{N}$ is associative under addition.
- The sum of 0 and a natural number $n$ is always $n$. We call 0 the identity of $\mathbb{N}$, and say that $\mathbb{N}$ satisfies the identity property under addition..

Before looking at remainders, let's ask ourselves: do $\mathbb{N}^{2}$ and the monomials in $x$ and $y$ satisfy this property?

Let's look at monomials first. Right away, we see a problem: the sum of two monomials is not a monomial; if they are unlike, we get a binomial; and if they are alike, we get a term with a coefficient. If you look back at our definition of monomials, you'll notice that we allow only the product of variables, and not a coefficient, as well. So monomial addition is not closed.

However, monomial exponents are natural numbers, and we add exponents when we multiply polynomials. Does monomial multiplication satisfy the above properties?

- The product of two monomials $t=x^{a} y^{b}$ and $u=x^{c} y^{d}$ is $v=x^{a+b} y^{c+d}$. The naturals are closed, so $a+b$ and $c+d$ are natural, so $v$ is in fact a monomial. Since $t$ and $u$ were arbitrary, monomial multiplication is closed.
- The product of three monomials $t=x^{a} y^{b}, u=x^{c} y^{d}$, and $v=x^{m} y^{n}$ gives

$$
(t u) v=\left(x^{a+c} y^{b+d}\right) v=x^{(a+c)+m} y^{(b+d)+n}
$$

if we multiply the first two first, and

$$
t(u v)=t\left(x^{c+m} y^{d+n}\right)=x^{a+(c+m)} y^{b+(d+n)}
$$

if we multiply the second two first. These two products are equal if $(a+c)+m=$ $a+(c+m)$ and $(b+d)+n=b+(d+n)$. These are natural numbers, which we know to be associative, so they are equal! Monomial multiplication is associative.

- What about an identity? It makes sense that the multiplicative identity should be 1 , since $1 \times x^{a} y^{b}=x^{a} y^{b}$, but is 1 a monomial? Of course! $1=x^{0} y^{0}$, an empty product. So monomial multiplication has an identity.

Don't let yourself be tempted to think that the identity should be 0 , as with natural number addition. What matters is not an element's appearance, but its behavior. "Judge not a book by its cover," they say; neither should you judge a number by its appearance. Not only is 0 not obviously a monomial, but it doesn't behave under multiplication the way an identity should behave: $0 \cdot t=0$, but we need $0 \cdot t=t$. Fortunately, 1 fits the bill.

The correspondence between monomials and the lattice suggests that addition on the lattice also satisfies these properties:

- If we add two lattice points $(a, b)$ and $(c, d)$, the sum $(a+c, b+d)$ is also a lattice point. So the lattice is closed under addition.
- If we add three lattice points $(a, b),(c, d)$, and $(m, n)$, the sum from adding the first two first is

$$
[(a, b)+(c, d)]+(m, n)=(a+c, b+d)+(m, n)=((a+c)+m,(b+d)+n),
$$

while the sum from adding the second two first is

$$
(a, b)+[(c, d)+(m, n)]=(a, b)+(c+m, d+n)=(a+(c+m), b+(d+n)) .
$$

These two sums are equal on account of the associative property of natural number addition.

- What about an identity? The lattice point corresponding to the monomials' identity, $1=x^{0} y^{0}$, is $(0,0)$. In fact, $(0,0)+(a, b)=(a, b)=(a, b)+(0,0)$.

The operations on the three sets are superficially different: we add naturals and lattice points, but multiply monomials. Nevertheless, they share the same substantive structure.

You can probably remember other sets that share this structure, so it must be important. Let's give it a special name. We'll use the letter $S$ to stand in for a generic set, and adopt the symbol $*$ to stand in for a generic operation, a symbol that combines both addition and multiplication. We say that $S$ is a monoid under $*$ if together they satisfy the following operations.
closure if $s, t \in S$, then $s * t \in S$ also;
associative if $s, t, u \in S$, then $s *(t * u)=(s * t) * u$; and
identity we can find $я \in S$ such that if $s \in S$, then $я$ 米 $s=s=s$ 荈. ${ }^{1}$
Take note of an important point: for closure, it's important that $s * t$ be not only defined, but an element of S! If it isn't an element of $S$, then $S$ is not closed under the operation, and can't be a monoid. Also notice that we use $\boldsymbol{r}$ to stand in for a generic identity element, rather than risking 1 or 0 .

You may have noticed that monoids lacks some useful properties. To start with,
commutative if $s, t \in S$, then $s * t=t * s$.
While many monoids do enjoy that property, many don't. You'll meet some non-commutative monoids later on. When a monoid is commutative, we call it a commutative monoid.

What about this property?
inverse if $s \in S$, then we can find $t \in S$ such that $s * t=\Omega=t * s$.

[^11]A monoid that enjoys the inverse property is a group. We usually write $s^{-1}$ for the inverse of $s$, so we can rewrite the equation $s * t=я$ as $s * s^{-1}=я \ldots$ with one exception. If we know a group's operation is addition, we write its identity as 0 , and the inverse of $s$ as $-s$; in that case, we rewrite the equation $s * t=я$ as $s+(-s)=0$.

Groups that enjoy the commutative property are usually called abelian groups, not commutative groups.

Question 2.12.
Consider the set $B=\{F, T\}$ with the operation $\vee$ where

$$
\begin{aligned}
& F \vee F=F \\
& F \vee T=T \\
& T \vee F=T \\
& T \vee T=T .
\end{aligned}
$$

This operation is called Boolean or.
Is $(B, \vee)$ a monoid? If so, is it a group? Explain how it satisfies each property.

## Question 2.13.

Consider the set $B=\{F, T\}$ with the operation $\wedge$ where

$$
\begin{aligned}
& F \wedge F=F \\
& F \wedge T=F \\
& T \wedge F=F \\
& T \wedge T=T
\end{aligned}
$$

This operation is called Boolean and.
Is $(B, \wedge)$ a monoid? If so, is it a group? Explain how it satisfies each property.

Question 2.14.
Consider the set $B=\{F, T\}$ with the operation $\oplus$ where
$F \oplus F=F$
$F \oplus T=T$
$T \oplus F=T$
$T \oplus T=F$.
This operation is called Boolean exclusive or, or xor for short.
Is $(B, \oplus)$ a monoid? If so, is it a group? Explain how it satisfies each property.

## Question 2.15.

Which of the sets $\mathbb{N}^{+}, \mathbb{N}$, and $\mathbb{Q}$ are
(a) commutative monoids under addition?
(b) commutative monoids under multiplication?
(c) abelian groups under addition?
(d) abelian groups under multiplication?

## Question 2.16.

Recall that if $S$ is a set, then $P(S)$ is the power set of $S$; that is, the set of all subsets of $S$.
(a) Suppose $S=\{a, b\}$. Compute $P(S)$, and show that it is a monoid under $\cup$ (union). Is it also a group?
(b) Let $S$ be any set. Show that $P(S)$ is a monoid under $\cup$ (union). Is it also a group?

Question 2.17.
(a) Suppose $S=\{a, b\}$. Compute $P(S)$, and show that it is a monoid under $\cap$ (intersection). Is it also a group?
(b) Let $S$ be any set. Show that $P(S)$ is a monoid under $\cap$ (intersection). Is it also a group?

Definition 2.18. Let $G$ be any group.

1. For all $x, y \in G$, define the commutator of $x$ and $y$ to be $x^{-1} y^{-1} x y$. We write $[x, y]$ for the commutator of $x$ and $y$.
2. For all $z, g \in G$, define the conjugation of $g$ by $z$ to be $z g z^{-1}$. We write $g^{z}$ for the conjugation of $g$ by $z$.

Question 2.19.
(a) Explain why $[x, y]=e$ iff $x$ and $y$ commute.
(b) Show that $[x, y]^{-1}=[y, x]$; that is, the inverse of $[x, y]$ is $[y, x]$.
(c) Show that $\left(g^{z}\right)^{-1}=\left(g^{-1}\right)^{z}$; that is, the inverse of conjugation of $g$ by $z$ is the conjugation of the inverse of $g$ by $z$.
(d) Fill in each blank of Figure 2.19 with the appropriate justification or statement.

Claim: $[x, y]^{z}=\left[x^{z}, y^{z}\right]$ for all $x, y, z \in G$.
Proof:

1. Let $\qquad$ .
2. By $\quad$ _, $\left[x^{z}, y^{z}\right]=\left[z x z^{-1}, z y z^{-1}\right]$.
3. By $\ldots,\left[z x z^{-1}, z y z^{-1}\right]=\left(z x z^{-1}\right)^{-1}\left(z y z^{-1}\right)^{-1}\left(z x z^{-1}\right)\left(z y z^{-1}\right)$.
4. By Question $\qquad$

$$
\begin{aligned}
& \left(z x z^{-1}\right)^{-1}\left(z y z^{-1}\right)^{-1}\left(z x z^{-1}\right)\left(z y z^{-1}\right)= \\
& \quad=\left(z x^{-1} z^{-1}\right)\left(z y^{-1} z^{-1}\right)\left(z x z^{-1}\right)\left(z y z^{-1}\right)
\end{aligned}
$$

5. By $\qquad$

$$
\begin{aligned}
& \left(z x^{-1} z^{-1}\right)\left(z y^{-1} z^{-1}\right)\left(z x z^{-1}\right)\left(z y z^{-1}\right)= \\
& \left(z x^{-1}\right)\left(z^{-1} z\right) y^{-1}\left(z^{-1} z\right) \times\left(z^{-1} z\right)\left(y z^{-1}\right)
\end{aligned}
$$

6. By $\qquad$

$$
\begin{array}{r}
\left(z x^{-1}\right)\left(z^{-1} z\right) y^{-1}\left(z^{-1} z\right) x\left(z^{-1} z\right)\left(y z^{-1}\right)= \\
=\left(z x^{-1}\right) \text { ey }{ }^{-1} \text { exe }\left(y z^{-1}\right)
\end{array}
$$

7. By $\longrightarrow, \quad\left(z x^{-1}\right)$ ey $y^{-1}$ exe $\left(y z^{-1}\right)=\left(z x^{-1}\right) y^{-1} x\left(y z^{-1}\right)$.
8. By $\quad, \quad\left(z x^{-1}\right) y^{-1} x\left(y z^{-1}\right)=z\left(x^{-1} y^{-1} x y\right) z^{-1}$.
9. By $\quad, \quad z\left(x^{-1} y^{-1} x y\right) z^{-1}=z[x, y] z^{-1}$.
10. By __, $z[x, y] z^{-1}=[x, y]^{2}$.
11. By __, $\left[x^{z}, y^{z}\right]=[x, y]^{z}$.

Figure 2•1: Material for Question 2.19(c)

## So does addition of remainders form a monoid, or even a group?

To answer this question, we first have to make precise what sort of addition we mean. We have to fix a divisor, so let's go ahead and use $d$ in general, and $d=4$ for examples, just as before.

Remainders aren't closed under ordinary addition (Example 2.5), but clockwork addition is closed (Theorem 2.6), so let's try that. We'll use the symbol $\oplus_{d}$ to make it clear that we're thinking about the result of clockwork addition, or just plain $\oplus$ when no one is looking and it's clear which $d$ we mean, which is pretty much all the time. That is, $r=a \oplus b$ means that $r$ is the remainder from division of $a+b$ by $d$.

Is clockwork addition associative? Let $a, b, c \in \mathbb{Z}_{d}$. Suppose that $r=a \oplus b$ and $s=(a \oplus b) \oplus c$. By definition, $r \equiv a+b$, so by substitution, $s \equiv r+c$. Use Theorem $2 \cdot 8$ to choose $p, q \in \mathbb{Z}$ such that $d p=(a+b)-r$, and $d q=(r+c)-s$. We need to show that $s=a \oplus(b \oplus c)$, or equivalently, $r+c \equiv a+(b+c)$. The definition of congruence impels us to consider whether

$$
d \mid[(a+(b+c))-(r+c)] .
$$

This is true if and only if $d \mid(a+b-r)$. We have already stated that $d p=(a+b)-r$, which by definition means $d \mid(a+b-r)$.

Does clockwork addition have an identity element? It makes sense to guess that 0 is the identity of clockwork addition. Let $a \in \mathbb{Z}_{d} ; a+0=a$, a remainder, so $a \oplus 0=a$ and $0 \oplus a=a$, as well.

We have shown that $\mathbb{Z}_{d}$ is a monoid under addition! It is commutative since $a+b=b+a$, so $a \oplus b=b \oplus a$, as well. Let's see if it is also a group.

Does clockwork addition satisfy the inverse property? Let $a \in \mathbb{Z}_{d}$; we showed that 0 is the identity, so we need to find $b \in \mathbb{Z}_{d}$ such that $a+b=0$ and $b+a=0$. We claim that $d-a$ is the inverse. To see why, let $b=d-a$. Notice that $a+b=0$ and $b+a=0$, as desired. However, it's not enough for an inverse to exist somewhere; it must exist in the same set! We have to check that $b$ is an actual element of $\mathbb{Z}_{d}$.

The elements of $\mathbb{Z}_{d}$ are $\{0,1,2, \ldots, d-1\}$. If we can show that $d-a$ is one of those numbers, we're done. We know $b \in \mathbb{N}$ because $b=d-a$, and $a<d$, so that's fine. However, we do not have $b \in \mathbb{Z}_{d}$ when $a=0$, because $d-a=d \notin \mathbb{Z}_{d}!$ This is a mistake, but it's an important mistake to point out, because it can be easy to overlook. Fortunately, we can fix this.

Most values of $a$ work fine with the formula $b=d-a$; the only one that fails is $a=0$. It's easy to verify that 0 is its own inverse: $0+0=0$, done. So, one way to bridge the gap is to define $b=a$ for $a=0$, and $b=d-a$ otherwise. A second, equivalent, way to bridge the gap: define $b$ as the remainder of $d-a$ when you divide by $d$; we leave it to you to explain why this resolves the matter.

Question 2.20.
Show that defining $b$ as the remainder of $d-a$ when we divide by $d$ always obtains the additive inverse of $a$ in $\mathbb{Z}_{d}$.

We have now encountered finite groups, and we will encounter more. It's useful to think in terms of their size, for which we use a special term.

Definition 2.21. If a group has a finite number of elements, we say its order is that number of elements. If a group has an infinite number of elements, we say its order is infinite.
Question 2.22.
The smallest group has order 1 . What properties does that only element have?

## Question 2.23.

We did not indicate whether $\mathbb{Z}_{d}$ was a commutative monoid, and thus an abelian group. Is it?

## What about structures with two operations?

So far, we've dealt only with structures that have one operation; we considered addition of numbers, clockwork addition, and monomial multiplication. You may be wondering how we classify two operations that interact. For example, how might addition and multiplication interact? You may recall the following property.
distributive if $s, t, u \in S$, then $s \times(t+u)=s \times t+s \times u$.
A ring is a set $S$ where $\times$ satisfies the properties of a monoid, addition satisfies the properties of an abelian group, and the two interact via the distributive property. ${ }^{2}$ If the multiplication is also commutative, we call $S$ a commutative ring. We always write a generic ring's additive identity as 0 , and a generic ring's multiplicative identity as 1 .

What about division? A field is a commutative ring where you can "divide" by non-zero elements, because they all have multiplicative inverses. The integers are not a field; after all, $2 / 3 \notin \mathbb{Z}$, in part because the multiplicative inverse of 3 is not in $\mathbb{Z}$. We fix that in the following way.

- The set of rational numbers is the set of all well-defined fractions of integers; in setbuilder notation, we'd write,

$$
\mathbb{Q}=\left\{a / b: a \in \mathbb{Z} \text { and } b \in \mathbb{N}^{+}\right\} .
$$

Just as the integers "enable" subtraction, the rationals "enable" division. That is, while you can subtract naturals, you aren't guaranteed a natural, but when you expand your horizon to include integers, you are always guaranteed an integer. Likewise, while you can divide integers, you aren't guaranteed an integer, but when you expand your horizon to include rationals, you are always guaranteed a rational. - With one exception: a number with 0 in the denominator has issues that only a nonstandard analyst can handle. This is why we qualify our fractions as "well-defined" for the same reason that the set-builder notation puts $b \in \mathbb{N}^{+}$. ${ }^{3}$

[^12]Question 2.24.
Which of the sets $\mathbb{N}^{+}, \mathbb{N}$, and $\mathbb{Q}$ are
(a) commutative rings under ordinary addition and multiplication?
(b) fields under ordinary addition and multiplication?

## Question 2.25.

Is $(B, \vee, \wedge)$ a ring? Is it a field? (Here we are saying that $\vee$ stands in for the addition, while $\wedge$ stands in for the multiplication.)

Question 2.26.
Is $(B, \oplus, \wedge)$ a ring? Is it a field? (Here we are saying that $\oplus$ stands in for the addition, while $\wedge$ stands in for the multiplication.)

## Question 2.27.

Let's return to the discussion of cardinality in Question 1.11. We had concluded with the weird result that the cardinalities of $\mathbb{N}$ and $\mathbb{Z}$ are the same.

Speaking of weird results, show that $\mathbb{N}$ and $\mathbb{Q}$ have the same cardinality. This is a little harder, so we're going to cheat. First, explain why $\mathbb{Q}$ "obviously" has cardinality no smaller than $\mathbb{N}$ 's, by showing that you can match every element of $\mathbb{N}$ to an element of $\mathbb{Q}$, and have infinitely many elements of $\mathbb{Q}$ left over. Then, show that $\mathbb{N}$ "obviously" has cardinality no smaller than $\mathbb{Q}$ 's, because if we arrange the elements of $\mathbb{Q}$ according to the following table:

| $0 / 1$ | $0 / 2$ | $0 / 3$ | $0 / 4$ | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: |
| $1 / 1$ | $1 / 2$ | $1 / 3$ | $1 / 4$ | $\cdots$ |
| $2 / 1$ | $2 / 2$ | $2 / 3$ | $2 / 4$ | $\cdots$ |
| $3 / 1$ | $3 / 2$ | $3 / 3$ | $3 / 4$ | $\cdots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ |

then you can match every element of $\mathbb{Q}$ to an element of $\mathbb{N}$, and have infinitely many elements of $\mathbb{N}$ left over. (Think diagonally. - No, the other diagonally.) Since neither's cardinality is smaller than the other's, it seems reasonable to conclude they have equal cardinality.

## Cayley tables

A useful tool for analyzing operations on small sets is an abstract multiplication table, sometimes called the Cayley table. For instance, the Cayley tables for addition and multiplication in $\mathbb{Z}_{4}$ look like this:

| $\oplus$ | 0 | 1 | 2 | 3 | $\otimes$ | 0 | 1 | 2 | 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 | 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 2 | 3 | 0 | 1 | 0 | 1 | 2 | 3 |  |
| 2 | 2 | 3 | 0 | 1 | 2 | 0 | 2 | 0 | 2 |  |
| 3 | 3 | 0 | 1 | 2 | 3 | 0 | 3 | 2 | 1 |  |

You may notice some interesting properties: every element of $\mathbb{Z}_{4}$ appears exactly once in each row or column of the first table, but not the second. Another strange phenomenon is that $2 \otimes 3=2 \otimes 1$ even though $3 \neq 1$.

Question 2.28.
List the elements of $\mathbb{Z}_{2}$, and write its Cayley table. Notice how this starts to justify our notion of a self-canceling arithmetic.

## Question 2.29.

We stated in the text that every element appears exactly once in each row or column of a group's Cayley table. We can write this mathematically as, if $a * c=d$ and $b * c=d$, then $a=b$.
(a) To see that the statement might not be true in a monoid, build the Cayley table of $\mathbb{Z}_{6}$ under multiplication. Show that it satisfies the properties of a monoid, but not of a group. Then identify elements $x, y, z \in \mathbb{Z}_{6}$ such that $x \otimes z=y \otimes z$, even though $x \neq y$. Isn't that weird?
(b) A phenomenon related to this one is that with natural numbers, if $a b=0$, then $a=0$ or $b=0$. That's not true in an arbitrary monoid! Identify elements $a, b \in \mathbb{Z}_{6}$ such that $a \otimes b=0$, but $a, b \neq 0$. How are these elements related to the result in (a)? Hint: You've already done this problem; it's just phrased differently. See Question 5.12.
(c) Prove that, in a group, if $a * c=d$ and $b * c=d$, then $a=b$. Hint: Since it's true in a group, but not in a monoid, you should use a property that is special to groups, but not monoids.

In a ring, multiplication by zero behaves exactly as you'd expect.
Fact 2.30. If $R$ is a ring and $a \in R$, then $a \times 0=0$ and $0 \times a=0$.
Why? By the identity and distributive properties, $a \times 0=a \times(0+0)=a \times 0+a \times 0$. Let $b=a \times 0$ and condense the chain to

$$
b=b+b
$$

Add $-b$ to both sides, and apply some properties of rings, and we have

$$
\begin{aligned}
-b+b & =-b+(b+b) \\
0 & =(-b+b)+b \\
0 & =0+b \\
0 & =b .
\end{aligned}
$$

By substitution, $a \times 0=0$.

On the other hand, multiplication to zero is a bit funny - not so much "ha ha funny" so much as "strange funny."

Definition 2.31. Let $R$ be a ring, and $a, b \in R$. If $a b=0$ and neither $a=0$ nor $b=0$, then we call $a$ and $b$ zero divisors. A ring without zero divisors satisfies the zero product property; that is, if $a b=0$, then $a=0$ or $b=0$. ("If the product is zero, a factor is zero.") A ring that satisfies the zero product rule is an integral domain.

Example 2.32. - The integers $\mathbb{Z}$ are an integral domain.
As you have just seen, $\mathbb{Z}_{d}$ is not always an integral domain, but sometimes it is. When?
Question 2.33.
Carry out enough computations in $\mathbb{Z}_{3}, \mathbb{Z}_{4}, \mathbb{Z}_{5}$, and $\mathbb{Z}_{6}$ to answer the following: For which values of $d$ will $\mathbb{Z}_{d}$ have zero divisors, and for which values of $d$ is $\mathbb{Z}_{d}$ an integral domain? What property do the rings with zero divisors share, as opposed to the integral domains?

Question 2.34.
Show that every field is an integral domain. Conversely, name an integral domain that is not a field.

## $2 \cdot 3$ Isomorphism

Plus ça change, plus c'est la même chose.
(The more things change, the more they stay the same.)

- French proverb

We've seen several important algebraic systems that share the same structure. For instance, $(\mathbb{N},+),\left(\mathbb{Z}_{d},+\right)$, and $(\mathbb{M}, \times)$ are all monoids. When looking at two algebraic systems that share a basic structure, mathematicians sometimes ask themselves, How similar are they? Is the similarity more than superficial? Could it be that their Cayley tables are essentially identical, so that one of the systems are, from an algebraic view, exactly the same?

You might also look at it a different way. Two algebraic systems can have an initially different appearance, but while working with both you notice that certain behaviors are the same. It's easier to work with one system than the other; in particular, it's easier to show that a pleasant property holds for one system than for the other. If their Cayley tables are essentially identical, then you know the "difficult" system does in fact share that pleasant property, as well.

The technical word for this is isomorphism, and we can rephrase our question this way:
How can we decide whether two algebraic systems are isomorphic?
In general, we replace "algebraic system" with the particular structure that interests us:
How can we decide whether two monoids are isomorphic?

How can we decide whether two groups are isomorphic?
How can we decide whether two rings are isomorphic?
How can we decide whether two fields are isomorphic?
This section considers how to do this.
Question 2.35.
Recall the structures Boolean or $(B, \vee)$, Boolean and $(B, \wedge)$, and Boolean xor $(B, \oplus)$ (Questions 2.12, 2.13, and 2.14).

All three are monoids, but inspection of the Cayley tables will show that two are more or less the same (hence, "isomorphic" in our intuitive notion of the term), but the third is different from the others. Which two are isomorphic? Why isn't the third isomorphic?

Be careful on this problem - superficially, none of their Cayley tables look the same. You have to look closely at the layout of the Cayley table before you notice the pattern.

## The idea

Imagine two offices. How would you decide if the offices were equally suitable for a certain job? You first need to know what tasks have to be completed, and what materials you need. If the tasks require reference books, you would want a bookshelf in the office. If they require writing, you would want a desk, perhaps a computer. If they require communication, you might need a phone.

With such a list in hand, you can make an educated comparison between the offices. If both offer the needed equipment, you'd consider both suitable for the job at hand. The precise manner in which the offices satisfy these requirements doesn't matter; if one's desk is wood, and the other's is steel, that makes an aesthetic difference, but they're functionally the same. If one office lacked a desk, however, it wouldn't be up to the required job.

Deciding whether two algebraic systems are isomorphic is similar. First, you decide what structure you want to analyze. Next, you compare how the sets satisfy those structural properties. If you're looking at finite monoids, an exhaustive comparison of their Cayley tables might work, but the method is called "exhaustive" for a reason. Besides, we deal with infinite sets like $\mathbb{N}$ often enough that we need a non-exhaustive way to compare their structure. Functions turn out to be just the tool we need.

How so? Let $S$ and $T$ be any two sets. Recall that a function $f: S \rightarrow T$ is a relation that sends every input $s \in S$ to precisely one value in $T$, the output $f(s)$. You have probably heard the geometric interpretation of this: $f$ passes the "vertical line test." You might suspect at this point that we are going to generalize the notion of function to something more general, just as we generalized from the lattice and monomials to monoids. To the contrary, we specialize the notion of a function in a way that tells us important information about a monoid.

Suppose $M$ and $N$ are monoids. If they are isomorphic, their monoid structure is identical, so we ought to be able to build a function that maps elements with a certain behavior in $M$ to elements with the same behavior in $N$. (Table to table, phone to phone.) What does that mean? Let $a, b, c \in M$ and $x, y, z \in N$. If $M$ and $N$ have the same structure as monoids, with $x$ filling in for $a, y$ filling in for $b$, and $z$ filling in for $c$, we would expect that

- if $a b=c$, then
- $x y=z$.


## Question 2.36.

Suppose you know only two facts about an algebraic system ( $G, *$ ): it forms a group, and $G$ holds exactly two elements, $\boldsymbol{\varepsilon}$ (the identity) and $g$. You know neither the elements' internal structure, nor how the operation $*$ works. You know only that $G$ is a group of two elements. Show that, regardless of this profound ignorance, the group properties force exactly one Cayley table on $G$. In other words, all groups of order 2 are isomorphic!

Hint: Try to build the Cayley table of $G$. You will encounter no ambiguity in the process, forcing the conclusion that only one possible table exists.

## Question 2.37.

Suppose you know only two facts about an algebraic system ( $G, *$ ): it forms a group, and $G$ holds exactly three elements, $\Omega$ (the identity), $g$, and $h$. As before, you know neither the elements' internal structure, nor how the operation $*$ works. Show that, regardless of this profound ignorance, the group properties force exactly one Cayley table on $G$. In other words, all groups of order 3 are isomorphic!

## Question 2.38.

Suppose you know only two facts about an algebraic system ( $G, *$ ): it forms a group, and $G$ holds exactly four elements, $g$ (the identity), $g$, $h$, and $g h$. As before, you know neither the elements' internal structure, nor how the operation $*$ works. Show that, regardless of this profound ignorance, the group properties force exactly... two Cayley tables on G. (More than one!) In other words, (a) not all groups of order 4 are isomorphic, and (b) there are exactly two groups of order 4, "up to isomorphism!"

Definition 2.39. In Question 2.38, you should have encountered exactly one ambiguity while completing the Cayley table: what value can we assign $a * a$ ? The case where $a^{2}=я$ is called the Klein 4-group. The case where $a^{2} \neq q$ should look like another system you've played with.

## The definition

Recall that our idea of isomorphism in monoids works as follows. For every $a, b, c \in M$ and every $x, y, z \in N$,

- if a corresponds to $x, b$ corresponds to $y$, and $c$ corresponds to $z$, and
- if $a b=c$, then $x y=z$.

In mathematics, we can say that " $a$ corresponds to $x$ " using function notation, $f(a)=x$. That principle allows us to rewrite the equation $x y=z$ as

$$
f(a) f(b)=f(c) .
$$

But remember, $a b=c$, so substitution tells us the operation corresponds if

$$
\begin{equation*}
f(a) f(b)=f(a b) . \tag{2.2}
\end{equation*}
$$

The identity of $M$ should also correspond to the identity of $N$, so we need to add the condition

$$
\begin{equation*}
f\left(\mathfrak{g}_{M}\right)=\boldsymbol{g}_{N} . \tag{2.3}
\end{equation*}
$$

When dealing with a group, the inverse of an element should correspond to the inverse its corresponding element, which gives us a third condition, $f\left(x^{-1}\right)=a^{-1}$, which we rewrite as

$$
\begin{equation*}
f\left(x^{-1}\right)=f(x)^{-1} \tag{2.4}
\end{equation*}
$$

If we can pull off both (2.2) and (2.3) (as well as (2.4) in a group), we say that $f$ is a homomorphism, from the Greek words "homo" and "morphos", meaning "same shape". The existence of a homomorphism tells us that the Cayley table of $M$ has the same shape as a subset of the Cayley table of $N$.

That's not enough to answer the question. We don't want to know merely whether something akin to $M$ appears in $N$; we want $M$ and $N$ to be essentially identical. Just as we only need one table in any office, we want the correspondence between the elements of the monoids to be unique: in other words,

$$
f \text { should be one-to-one. }
$$

Finally, everything in $N$ should correspond to something in $M$; if the offices are identical, we shouldn't find something useful in the second that doesn't appear in the first. In terms of $f$, that means

$$
f \text { should be onto. }
$$

We summarize our discussion up to this point with the following definition:
Definition 2.40. Let $(S, *)$ and $(T, \star)$ be monoids. If there exists a function $f: S \rightarrow T$ such that

- $f\left(\mathfrak{\Omega}_{S}\right)=\boldsymbol{\Omega}_{T} \quad$ (f preserves the identity)
and
- $f(a * b)=f(a) \star f(b)$ for all $a, b \in S$, (f preserves the operation)
then we call $f$ a monoid homomorphism.
Now suppose $(S, *)$ and $(T, \star)$ are groups. If there exists a function $f: S \rightarrow T$ such that
- $f\left(\boldsymbol{q}_{S}\right)=\boldsymbol{q}_{T}$,
(f preserves the identity)
- $f(a * b)=f(a) \star f(b)$ for all $a, b \in S$,
(f preserves the operation)
and
- $f\left(a^{-1}\right)=f(a)^{-1}$ for all $a \in S$,
(f preserves inverses)
then we call $f$ a group homomorphism.
Finally, suppose $(R, \times,+)$ and $(S, \times,+)$ are rings. If there exists a function $f: R \rightarrow S$ such that
- $f$ is a group homomorphism with respect to addition, and
- $f$ is a monoid homomorphism with respect to multiplication, then we call $f$ a ring homomorphism.

If $f$ is also a bijection, then we say $M$ is isomorphic to $N$, write $M \cong N$, and call $f$ an isomorphism. (A bijection is a function that is both one-to-one and onto.)

We used $(S, *)$ and $(T, \star)$ in the definition to emphasize that they could stand for any two algebraic systems, regardless of the operations involved.

An immediate goal, of course, is to show that the natural numbers under addition are isomorphic (as monoids) to the monomials under multiplication. We'll write $\mathbb{X}$ for the set of all natural powers of $x$; that is, $\mathbb{X}=\left\{1, x, x^{2}, \ldots\right\}$. We have noticed already that monoid multiplication works like the addition of natural numbers.

Example 2.41. We claim that $(\mathbb{X}, \times)$ is isomorphic to $(\mathbb{N},+)$. To see why, map $f: \mathbb{X} \rightarrow \mathbb{N}$ via $f\left(x^{a}\right)=a$. First we show that $f$ is a bijection.

To see that it is one-to-one, let $t, u \in \mathbb{X}$, and assume that $f(t)=f(u)$. By definition of $\mathbb{X}$, we can find $a, b \in \mathbb{N}$ such that $t=x^{a}$ and $u=x^{b}$. Substituting this into $f(t)=f(u)$, we find that $f\left(x^{a}\right)=f\left(x^{b}\right)$. The definition of $f$ allows us to rewrite this as $a=b$. However, if $a=b$, then $x^{a}=x^{b}$, and $t=u$. We assumed that $f(t)=f(u)$ for arbitrary $t, u \in \mathbb{X}$, and showed that $t=u$; that proves $f$ is one-to-one.

To see that $f$ is onto, let $a \in \mathbb{N}$. We need to find $t \in \mathbb{X}$ such that $f(t)=a$. Which $t$ should we choose? We want $f\left(x^{\text {something }}\right)=a$. We know that $f\left(x^{\text {something }}\right)=$ something. We are looking for a $t$ that makes $f(t)=a$, so the "natural" choice seems to be something $=a$, or $t=x^{a}$. That would certainly guarantee $f(t)=a$, but can we actually find such an object $t$ in $\mathbb{X}$ ? Since $\chi^{a} \in \mathbb{X}$, we can in fact make this choice! We took an arbitrary element $a \in \mathbb{N}$, and showed that $f$ maps some element of $\mathbb{X}$ to $a$; that proves $f$ is onto.

So $f$ is a bijection. Is it also an isomorphism? First we check that $f$ preserves the operation. Let $^{4} t, u \in \mathbb{X}$. By definition of $\mathbb{X}, t=x^{a}$ and $u=x^{b}$ for $a, b \in \mathbb{N}$. We now manipulate $f(t u)$ using definitions and substitutions to show that the operation is preserved:

$$
\begin{aligned}
f(t u) & =f\left(x^{a} x^{b}\right)=f\left(x^{a+b}\right) \\
& =a+b \\
& =f\left(x^{a}\right)+f\left(x^{b}\right)=f(t)+f(u) .
\end{aligned}
$$

[^13]The operation in $\mathbb{X}$ is multiplication; the operation in $\mathbb{N}$ is addition, so we should expect $f(t)+$ $f(u)$ at the end; the operations is indeed preserved.

Does $f$ also preserve the identity? We usually write the identity of $M=\mathbb{X}$ as 1 , but this just stands in for $x^{0}$. On the other hand, the identity (under addition) of $N=\mathbb{N}$ is the number 0 . We use this fact to verify that $f$ preserves the identity:

$$
f\left(g_{M}\right)=f(1)=f\left(x^{0}\right)=0=g_{N} .
$$

(We won't usually write $\Omega_{M}$ and $\Omega_{N}$, but I'm doing it here to show explicitly how this relates to the definition.)

We have shown that there exists a bijection $f: \mathbb{X} \longrightarrow \mathbb{N}$ that preserves the operation and the identity. We conclude that $\mathbb{X} \cong \mathbb{N}$.

Question 2.42.
Earlier, you inspected the Cayley tables of $(B, \wedge),(B, \vee)$, and $(B, \oplus)$, and found that two were isomorphic. Define an isomorphism $f$ from one monoid to its isomorphic counterpart.

On the other hand, is $(\mathbb{N},+) \cong(\mathbb{N}, \times)$ ? You might think this easy to verify, since the sets are the same. Let's see what happens.

Example 2.43. Suppose there does exist an isomorphism $f:(\mathbb{N},+) \rightarrow(\mathbb{N}, \times)$. What would have to be true about $f$ ? Let $a \in \mathbb{N}$ such that $f(1)=a$; after all, $f$ has to map 1 to something! An isomorphism must preserve the operation, so

$$
\begin{aligned}
& f(2)=f(1+1)=f(1) \times f(1)=a^{2} \text { and } \\
& f(3)=f(1+(1+1))=f(1) \times f(1+1)=a^{3}, \text { so that } \\
& f(n)=\cdots=a^{n} \text { for any } n \in \mathbb{N} .
\end{aligned}
$$

So $f$ sends every integer in $(\mathbb{N},+)$ to a power of $a$.
Think about what this implies. For $f$ to be a bijection, it would have to be onto, so every element of $(\mathbb{N}, \times)$ would have to be an integer power of $a$. This is false! After all, 2 is not an integer power of 3 , and 3 is not an integer power of 2 . We have found that $(\mathbb{N},+) \not \equiv(\mathbb{N}, \times)$.

Question 2.44.
Both $\mathbb{Z}$ and $2 \mathbb{Z}$ are groups under addition.
(a) Show that $f: \mathbb{Z} \rightarrow 2 \mathbb{Z}$ by $f(z)=2 z$ is a group isomorphism. Hence $\mathbb{Z} \cong 2 \mathbb{Z}$.
(b) Show that $\mathbb{Z} \cong n \mathbb{Z}$, as groups, for every nonzero integer $n$.

## Question 2.45.

Let $d \geqslant 1$. Both $\mathbb{Z}$ and $\mathbb{Z}_{d}$ are rings, though $\mathbb{Z}$ is a ring under ordinary addition and multiplication, while $\mathbb{Z}_{d}$ is a ring under modular addition and multiplication. Let $f: \mathbb{Z} \rightarrow \mathbb{Z}_{d}$ by $f(a)=[a]_{d}$, where $[a]_{d}$ means "the remainder of $a$ after division by $d$."
(a) Show that $f$ is a ring homomorphism.
(b) Explain why $f$ cannot possibly be a ring isomorphism. You don't need any symbols here; the best explanation uses only a few words.

## Question 2.46.

Let $M=\{\{ \},\{a\}\}$.
(a) Show that $M$ is a monoid under the operation $\cup$ (set union).
(b) Show that $(M, \cup)$ is isomorphic to the monoid "Boolean or".
(c) Can $M$ be isomorphic to the monoid "Boolean xor"?

Question 2.47.
Let

$$
M=\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right\} .
$$

(a) Show that $M$ is a monoid under matrix multiplication.
(b) Show that $M$ is isomorphic to the monoid "Boolean xor".
(c) Can $M$ be isomorphic to the monoid "Boolean or"?

## Sometimes, less is more

As defined, a group homomorphism is a function that preserves

- the operation $(f(x y)=f(x) f(y))$,
- the identity $(f(\Omega)=\Omega)$, and
- inverses $\left(f\left(x^{-1}\right)=f(x)^{-1}\right)$.

Amazingly, we can define a group homomorphism using only one of these three!
Theorem 2.48. Let $G$ and $H$ be groups, and suppose $f: G \rightarrow H$ is a function that preserves the operation; that is, $f(x y)=f(x) f(y)$ for all $x, y \in G$. In this case, $f$ automatically preserves the identity and all inverses.

The upshot is that to show a function is a group homomorphism, you need not check all three properties! You need check only that the operation is preserved.

Proof. We need to show that $f$ preserves the identity and all inverses.
For the identity, let $h \in H$. Let $g \in G$, and $h=f(g)$. By hypothesis, $f$ preserves the operation, so $f\left(g g_{G}\right)=f(g) f\left(\boldsymbol{g}_{G}\right)$. By definition of an identity, $g g_{G}=g$, so we can rewrite the previous equation as $f(g)=f(g) f\left(\Omega_{G}\right)$. By substitution, $h=h \cdot f\left(\Omega_{G}\right)$. Since $H$ is a group, $h$ has an inverse in $H$, so we can multiply both sides by the inverse of $h$, obtaining $\mathfrak{g}_{H}=f\left(я_{G}\right)$. In other words, $f$ preserves the identity.

For inverses, let $g \in G$, and let $h=f(g)$. Since $G$ is a group, $g$ has an inverse in $G$. By hypothesis, $f$ preserves the operation, so $f\left(g \cdot g^{-1}\right)=f(g) \cdot f\left(g^{-1}\right)$. By substitution, $f\left(g_{G}\right)=$ $h f\left(g^{-1}\right)$. We just showed that $f$ preserves the identity, so we can rewrite the equation as $\boldsymbol{\Omega}_{H}=$ $h f\left(g^{-1}\right)$. Since $H$ is a group, $h$ has an inverse in $H$, so we can multiply both sides by the inverse of $h$, obtaining $h^{-1}=f\left(g^{-1}\right)$. By substitution, $f(g)^{-1}=f\left(g^{-1}\right)$. In other words, $f$ preserves the inverse of $g$. Since $g$ was an arbitrary element of $G, f$ must preserve all inverses.

This shortcut does not work for monoid homomorphisms!
Question 2.49.
What aspect of the proof suggests that this shortcut does not work for monoid homomorphisms?

## Question 2.50.

Consider the monoids $M=(\mathbb{N}, \times)$ and $N=(\mathbb{N},+)$. Let $f: M \rightarrow N$ by $f(x)=0$. Explain why:
(a) $f$ preserves the operation, but
(b) $f$ does not preserve the identity.

## Question 2.51.

Let $M=\{я, a\}$, and consider the operation where $я$ is the identity and $a^{2}=я$. Let $N=\{1, b\}$ and consider the operation where 1 is the identity and $b^{2}=b$.
(a) Show that $M$ and $N$ are both monoids under this operation. Which one is not a group?
(b) Show that the map $f: M \rightarrow N$ defined by $f(a)=b$ and $f(a)=b$ preserves the operation, despite not preserving the identity.
(c) How does this show that there is no parallel to Theorem $2 \cdot 48$ for monoids?

## Direct Products

It is easy to build new algebraic systems using a Cartesian product of algebraic systems. Let $S_{1}, S_{2}, \ldots$ be a sequence of groups, a sequence of monoids, or a sequence of rings. Let $T=S_{1} \times S_{2} \times \cdots$. (We proceed as if we have infinitely many $S$, but it works just as well if there are finitely many, and the example below will have finitely many.) Define an operation * on $T$ as follows:

- for any $t, u \in T$,
- we can write $t=\left(t_{1}, t_{2}, \ldots\right),\left(u_{1}, u_{2}, \ldots\right)$ where

$$
-t_{1}, u_{1} \in S_{1}, t_{2}, u_{2} \in S_{2}, \ldots
$$

so define

$$
t * u=\left(s_{1} t_{1}, s_{2} t_{2}, \ldots\right)
$$

We say that the operation in $T$ is componentwise: we apply the operation of $S_{1}$ to elements in the first component; the operation of $S_{2}$ to elements in the second component; and so forth.

Example 2.52. Consider $\mathbb{Z}_{2}$ and $\mathbb{Z}_{3}$ as rings under addition and multiplication, modulo 2 or 3 as appropriate. Then

$$
\mathbb{Z}_{2} \times \mathbb{Z}_{3}=\left\{\left(0_{2}, 0_{3}\right),\left(0_{2}, 1_{3}\right),\left(0_{2}, 2_{3}\right),\left(1_{2}, 0_{3}\right),\left(1_{2}, 1_{3}\right),\left(1_{2}, 2_{3}\right)\right\} .
$$

(Henceforth we leave off the 2's and 3's, since the first component is only ever in $\mathbb{Z}_{2}$ and the second only ever in $\mathbb{Z}_{3}$.) Given the operation defined above, sums of elements in $\mathbb{Z}_{2} \times \mathbb{Z}_{3}$ are

$$
\begin{aligned}
& (0,2)+(1,1)=(1,0) \\
& (1,1)+(1,1)=(0,2)
\end{aligned}
$$

while products of elements in $\mathbb{Z}_{2} \times \mathbb{Z}_{3}$ are

$$
\begin{aligned}
& (0,2) \times(1,1)=(0,2) \\
& (1,1) \times(1,1)=(1,1)
\end{aligned}
$$

Fact 2.53. Let $S_{1}, S_{2}, \ldots$ be a sequence (possibly finite) of algebraic systems, and $T$ their cartesian product, with componentwise operation(s) defined as above.
(A) $T$ is a monoid under the componentwise operation if all the $S_{i}$ are monoids.
(B) $T$ is a group under the componentwise operation if all the $S_{i}$ are groups.
(C) $T$ is a ring under componentwise addition and multiplication if all the $S_{i}$ are rings under their respective addition and multiplication.
However, $T$ is never an integral domain, even if all the $S_{i}$ are integral domains, unless every $S_{i}=\{0\}$.
Why? We show (A) and (B), since that also covers (C). We leave the question of why $T$ is not an integral domain to the reader. To see why, let $t, u \in T$.
(A) Suppose each $S_{i}$ is a group. By definition, $t * u=\left(t_{1} u_{1}, t_{2} u_{2}, \ldots\right)$. By hypothesis, each $S_{i}$ is a monoid, hence closed, so each $t_{i} u_{i} \in S_{i}$, so $t * u \in T$. That shows closure. For associativity, let $v \in T$; again, each $S_{i}$ is associative, so

$$
\begin{aligned}
t *(u * v) & =t *\left(u_{1} v_{1}, u_{2} v_{2}, \ldots\right) & & (\text { def of } *) \\
& =\left(t_{1}\left(u_{1} v_{1}\right), t_{2}\left(u_{2} v_{2}\right), \ldots\right) & & (\text { def of } *) \\
& =\left(\left(t_{1} u_{1}\right) v_{1},\left(t_{2} u_{2}\right) v_{2}, \ldots\right) & & \left(\text { each } S_{i} \text { assoc }\right) \\
& =\left(t_{1} u_{1}, t_{2} u_{2}, \ldots\right) * v & & (\text { def of } *) \\
& =(t * u) * v . & & (\text { def of } *)
\end{aligned}
$$

Finally, write $\Omega_{i}$ for the identity of $S_{i}$, and observe that $\left(\Omega_{1}, \mathfrak{s}_{2}, \ldots\right) \in T$. We claim that this is the identity; indeed,

$$
t *\left(\Omega_{1}, \Omega_{2}, \ldots\right)=\left(t_{1} \Omega_{1}, t_{2} \Omega_{2}, \ldots\right)=\left(t_{1}, t_{2}, \ldots\right)=t
$$

and likewise if we multiply by $t$ on the right. So $\left(\Omega_{1}, \mathcal{I}_{2}, \ldots\right)$ really does act as the identity for $T$, and we abbreviate it as $\boldsymbol{\mathcal { G }}_{\mathrm{T}}$.

We have show that $T$ is closed and associative under the componentwise operation, and that it has an identity; hence, $T$ is a monoid.
(B) For the group property, we need merely show that every element of $T$ has an inverse. Each component $t_{i}$ of $t$ is an element of $S_{i}$, which by hypothesis is a group, so $t_{i}^{-1} \in S_{i}$. By definition of $T,\left(t_{1}^{-1}, t_{2}^{-1}, \ldots\right) \in T$. Consider its product with $t$ :

$$
t *\left(t_{1}^{-1}, t_{2}^{-1}, \ldots\right)=\left(t_{1} t_{1}^{-1}, t_{2} t_{2}^{-1}, \ldots\right)=\left(\mathfrak{g}_{1}, \mathcal{I}_{2}, \ldots\right)=\mathcal{A}_{T} .
$$

Hence $\left(t_{1}^{-1}, t_{2}^{-1}, \ldots\right)$ is an inverse of $t$ in $T$.
Question 2.54.
Construct Cayley tables for addition and multiplication in $\mathbb{Z}_{2} \times \mathbb{Z}_{3}$. Indicate the zero divisors.

## Question 2.55.

The group $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ has four elements. We already know that, up to isomorphism, there are only two groups: $\mathbb{Z}_{4}$ and the Klein 4-group. To which of these is $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ isomorphic?

Question 2.56.
Let $f: \mathbb{Z}_{6} \rightarrow \mathbb{Z}_{2} \times \mathbb{Z}_{3}$ by the rule $f(a)=\left([a]_{2},[a]_{3}\right)$. For instance, $f(4)=\left([4]_{2},[4]_{3}\right)=(0,1)$.
(a) Compute all the images of $f$.
(b) How do you know $f$ is one-to-one and onto?
(c) Show that $f$ is a homomorphism.

Hint: You could show this exhaustively (only 36 pairs!) but need not do so. Instead, use a previous result on products of $\mathbb{Z}_{n}$.
(d) Why is $\mathbb{Z}_{6} \cong \mathbb{Z}_{2} \times \mathbb{Z}_{3}$ ?

Question 2.57.
Show that even if $S_{1}, S_{2}, \ldots$ are all integral domains, $T=S_{1} \times S_{2} \times \cdots$ is not an integral domain, unless every $S_{i}=\{0\}$.

## Chapter 3

## Common and important algebraic systems

The previous chapter introduced you to monoids, groups, rings, and fields, emphasizing primarily remainders. This chapter aims to show that these structures' elegant properties apply to other mathematical objects. These objects are of fundamental important in advanced algebra, so it seems appropriate to introduce them here.

## 3•1 Polynomials, real and complex numbers

God created the integers. All else is the work of man.

- Leopold Kronecker

Let $R$ be any commutative ring. We say that $x$ is indeterminate over $R$ if $x$ has no specific value, but we can substitute any value of $R$ for $x$. Naturally, $a x=x a$. A polynomial in $x$ over $R$ is any finite sum of the form

$$
f=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}
$$

where each $a_{i} \in R$ and $a_{n} \neq 0$. We call each $a_{i}$ the coefficient of the corresponding $x^{i}$, and call $a_{n}$ the leading coefficient.

If we're feeling lazy, which we often are, we just say $f$ is polynomial over $R$, since the indeterminate is obvious. If we're feeling especially lazy, which we sometimes are, we just say $f$ is polynomial, since the ring is clear from context.

We need not restrain ourselves to $x$; any symbol will do, as long as the meaning is clear. For instance, if $t$ is indeterminate over $\mathbb{Z}_{4}$, then $2 t+3$ is a polynomial in $t$ over $\mathbb{Z}_{4}$. If $y$ is indeterminate over $\mathbb{Q}$, then $\frac{2}{3} x^{2}-\frac{1}{5} x$ is a polynomial in $y$ over $\mathbb{Q}$.

Let $f$ be a polynomial in $x$ whose coefficients are elements of $R$. We say that $f$ is a polynomial over $R$, and we write $R[x]$ for the set of all polynomials over $R$. We call $R$ the ground ring of $R[x]$. Addition and multiplication of polynomials over $R$ behaves the same as addition and multiplication of polynomials over $\mathbb{Z}$; the only difference is the ground ring.
Example 3.1. Polynomials with integer coefficients are elements of $\mathbb{Z}[x]$. Polynomials with rational coefficients are elements of $\mathbb{Q}[x]$. Polynomials with coefficients modulo $d>0$ are elements of $\mathbb{Z}_{d}[x]$.

## Question 3.2.

Suppose $R$ is a commutative ring, with additive identity 0 and multiplicative identity 1 . Show that $R[x]$ is also a commutative ring, with the same identities as $R$.

Fact 3.3. It is also the case that if $R$ is an integral domain, then so is $R[x]$.
Why? If $f, g \in R[x]$ are nonzero but $f g=0$, then the leading term of $f g$ is zero; this leading term is the product of the leading terms of $f$ and $g$. If we write at for the leading term of $f$ and $b u$ for the leading term of $g$ (where $c, d \in R$ and $t, u \in \mathbb{X}$ ) then, by definition, $(c t)(d u)=0$. This is possible only if $c d=0$. As they come from the leading terms of $f$ and $g$, the leading coefficients must be nonzero; that is, $c, d \neq 0$. But $c, d \neq 0$ and $c d=0$ means $c$ and $d$ are zero divisors, so $R$ cannot be an integral domain. We have shown the contrapositive of the claim, and the contrapositive is equivalent to the claim itself.

The Division Theorem for Polynomials (p. 29) tells us that we can use monic divisors to compute quotients and remainders in $\mathbb{Z}[x]$. We can actually do this with polynomials over any commutative ring!

On the one hand, it makes sense that a similar argument should apply for polynomials with rational, or even real coefficients, but it might not be so clear for stranger rings which you have yet to meet. Stranger yet, we decline to write a proof generalizing the Division Theorem for Polynomials to these other rings. Why? Sometimes, generalizing a result like this is quite hard, but in this case it does not require much convincing; go back and examine the proof. Does anything in the argument depend on the coefficients' being integers? Nothing does; the argument would have worked for any ring $R$. We do need a monic divisor, and we do need a ring of coefficients, since the proof required both subtraction and multiplication of coefficients. This hints that there is a larger, more interesting structure we have not named yet, but we pass over that for the time being.

## Question 3.4.

Rewrite the proof of the Division Theorem for Polynomials, replacing any instance of $\mathbb{Z}$ or "integer" with $R$ or "ring element". Convince yourself that, yes, this is a wonderfully general result.

You will recall that we developed a class of rings, called $\mathbb{Z}_{d}$, by building an algebraic system on remainders of integer division. A natural question to ask is,

Can we build a consistent algebraic system on remainders of polynomial division?
Indeed, we can! We will also find that this gives us a concrete way of building an "imaginary" algebraic system.

## Polynomial remainders

Let's look at how remainder arithmetic modulo a polynomial might work.

Example 3.5. Let $g=x^{2}-1$. Any remainder $r$ after division by $g$ has degree smaller than 2 (after all, $\operatorname{deg} g=2$ ), so we can write

$$
r=a x+b
$$

where $a$ and $b$ are integers. That's it! There are no other restrictions on $r$, and none on $a$ and $b$, aside from their being integers.

We have already encountered one difference with integer remainders: there can be infinitely many polynomial remainders! (After all, you can choose $a$ and $b$ arbitrarily from the ground ring.) At least the degree of the divisor constrains them.

Will the arithmetic of polynomial remainders exhibit a "clockwork" behavior, as with integer remainders? Not with addition, since

$$
(a x+b)+(c x+d)=(a+c) x+(b+d),
$$

and no matter what the values of $a, b, c$, and $d$, that sum has degree 1 . With multiplication, however,

$$
(a x+b)(c x+d)=a c x^{2}+(a d+b c) x+b d
$$

ventures into forbidden territory, with degree 2 . We have to reduce this polynomial modulo $x^{2}-1$.

Example 3.6. Consider the remainders $2 x+3$ and $-5 x+12$, modulo $x^{2}-1$. Their sum is

$$
(2 x+3)+(-5 x+12)=-3 x+15
$$

another remainder. Their product is

$$
(2 x+3)(-5 x+12)=-10 x^{2}+9 x+36
$$

which is not a remainder, but we can reduce it modulo $x^{2}-1$ to $9 x+26$. In other words,

$$
(2 x+3)(-5 x+12) \equiv 9 x+26
$$

Theorem 3.7. Let $R$ be a commutative ring, and $R[x]$ a polynomial ring. Let $g$ be a monic polynomial of $R[x]$. The set of remainders modulo $g$ also forms a ring under addition and multiplication, modulo $g$.
Proof. Question 3.2 tells us that $R[x]$ is a commutative ring, and hence an abelian group under addition. Addition of polynomials does not change the degree, so as we saw above, the properties of $R[x]$ are preserved in the set of remainders; the sums are, in fact, identical, so the identity of addition of remainders remains the zero polynomial, which is itself a remainder, and the additive inverse of a remainder is also present. So the set of remainders preserves the abelian group property of $R[x]$.

On the other hand, multiplication of remainders risks raising the degree, so the product of two remainders might not itself be a remainder, as we saw above. However, our multiplication is modulo $g$, and when we divide the product by $g$, we obtain a remainder. This guarantees closure. The multiplicative identity of polynomial multiplication is the constant polynomial 1 , which is itself a remainder. The commutative property is likewise preserved, so if the set of remainders is a ring, it is a commutative ring. There remain two properties to check.

What of the associative property of multiplication? Let $r, s$, and $t$ be remainders. We know that $(r s) t=r(s t)$ as polynomials; since the remainder of division is unique, we must also have $(r s) t \equiv r(s t)$. Distribution follows similarly.

So far, we have observed nothing strange with these remainders, but the next example does exhibit a very unusual behavior.

Example 3.8. Consider the remainders $x+1$ and $x-1$ modulo $x^{2}-1$. Their sum is

$$
(x+1)+(x-1)=2 x
$$

another remainder. No surprise. Their product is

$$
(x+1)(x-1)=x^{2}-1,
$$

which is not a remainder, but we can reduce it modulo $x^{2}-1$ to... 0 ?!?
Zero divisors have returned!
Ordinary multiplication of two nonzero polynomials over an integral domain gives you a nonzero polynomial (Fact 3.3). After all, multiplication increases the degree, so you can't get 0 as a product of nonzero polynomials.

With the modular product of remainders, those guarantees vanish! Upon reflection, this makes sense, because $x^{2}-1$ factors into $x+1$ and $x-1$ precisely - just as $6=2 \times 3$. Just as with $\mathbb{Z}_{d}$, this has consequences for solving equations; until now, you usually solved equations under the assumption that a product of zero has a factor of zero.

Example 3.9. When we try to find integer solutions of equations such as $x^{3}-1=0$, we typically factor first, obtaining

$$
(x-1)\left(x^{2}+x+1\right)=0 .
$$

As integer polynomials, we know that if the product is zero, a factor must be zero, helping us to find the solution $x=1$. We enjoy no such guarantee from remainder arithmetic.

The introduction of zero divisors doesn't happen modulo every polynomial. With some, we get a different phenomenon.

## Real numbers

The set of real numbers is the set of all possible distances one can move along a line, with "positive length" indicating we moved in one direction, and "negative length" indicating we moved in the opposite direction. Its shorthand is $\mathbb{R}$. There are ways to write this in set-builder notation, but I'll pass over that for now.

You may wonder if $\mathbb{R}=\mathbb{Q}$. If you don't wonder it, that's okay; someone else has already wondered it, and we know the answer: no.

Fact 3.10. $\sqrt{2}$ is real, but not rational.
Why? We know that $\sqrt{2}$ is real because the Pythagorean Theorem tells us that it is the length of the hypotenuse of an isosceles right triangle whose legs have length 1.


The length of the red line is $\sqrt{2}$, so $\sqrt{2}$ is real.
However, $\sqrt{2}$ is not rational. To see why, let $a, b \in \mathbb{N}$, with $b \neq 0$, and suppose $\sqrt{2}=a / b$. (We can assume $a$ is natural because $\sqrt{2}$ is positive.) Suppose further that $a$ and $b$ have no common divisors; after all, if they do, we can simplify the fraction, which by well-ordering can't continue indefinitely. Rewrite $\sqrt{2}=a / b$ as $b \sqrt{2}=a$; square both sides to obtain $2 b^{2}=a^{2}$. Notice that $a^{2}$ is an even number; this is possible only if $a$ is even, so $a=2 c$ for some integer $c$. Rewrite as $2 b^{2}=(2 c)^{2}$, so $2 b^{2}=4 c^{2}$, so $b^{2}=2 c^{2}$. The argument above implies that $b$ is even. So $a$ and $b$ are both even, giving them a common divisor. But this contradicts the reasonable assumption above that they have no common divisors! Our assumption that we could write $\sqrt{2}=a / b$, where $a$ and $b$ are natural, is false: $\sqrt{2}$ is real, but not rational.

We call lengths like $\sqrt{2}$ irrational numbers. You'll meet some of these in the exercises. Despite the unfortunate name, they are not unreasonable, and have some very important uses. Thus, we not only have

$$
\mathbb{N}^{+} \subseteq \mathbb{N} \subseteq \mathbb{Z} \subseteq \mathbb{Q} \subseteq \mathbb{R}
$$

we also have

$$
\mathbb{N}^{+} \subsetneq \mathbb{N} \subsetneq \mathbb{Z} \subsetneq \mathbb{Q} \subsetneq \mathbb{R}
$$

We can describe three-dimensional real space as

$$
\mathbb{R}^{3}=\mathbb{R} \times \mathbb{R} \times \mathbb{R}=\{(a, b, c): a, b, c \in \mathbb{R}\} ;
$$

people use this notation a lot in multivariate calculus.
As with the rationals, we can divide real numbers, and end up with a real number. Also with the rational, we can't divide by zero.

## Question 3.11.

We return to the question of cardinality again. We had shown that $\mathbb{N}, \mathbb{Z}$, and $\mathbb{Q}$ have the same cardinality. They do not have the same cardinality as $\mathbb{R}$. To see why, suppose the contrary, that we have a matching of distinct real numbers to natural numbers, so that we can list all the real numbers in a row, $a_{1}, a_{2}, \ldots$.

Consider a real number $b$ built by taking as its first digit after the decimal point a digit that is not the first digit after the decimal point of $a_{1}$, as its second digit after the decimal point a digit that is not the second digit after the decimal point of $a_{2}$, as its third digit after the decimal point a digit that is not the third digit after the decimal point of $a_{3}$, and so forth.
(a) How do we know that $b$ does not appear in the list $a_{1}, a_{2}, \ldots$ ?
(b) You need not show that $b$ is a real number, but it is. How does this show that $\mathbb{N}$ and $\mathbb{R}$ must have different cardinality?
(c) Why does that mean that $\mathbb{Z}$ and $\mathbb{Q}$ likewise have different cardinality from $\mathbb{R}$ ?

## Complex numbers

The real numbers make for a lovely field, but they retain an important defect.
Fact 3.12. There is no real solution to $x^{2}+1=0$; that is, $\sqrt{-1} \notin \mathbb{R}$.
Proof. Let $a \in \mathbb{R}$. By the definitions of real arithmetic, $a^{2}$ is positive. That means $a^{2}+1$ is also positive, so $a^{2}+1>0$ for any real number $a$. Thus, no real number $a$ can serve as a solution to $x^{2}+1=0$.

Historically, we introduce a new symbol, $i$, to stand in for the solution to $x^{2}+1=0$, and say that $i$ possesses the property that $i^{2}=-1$. This is not especially appealing; small wonder mathematicians refer to it as "the imaginary number". Aside from our desire to introduce a solution to this polynomial, can we identify a concrete representation of such a number? Yes!

Let $\mathbb{C}$ be the set of all remainders when you divide a polynomial in $\mathbb{R}[x]$ by $x^{2}+1$. In other words,

$$
\mathbb{C}=\{a x+b: a, b \in \mathbb{R}\} .
$$

We can show without much effort that $\mathbb{C}$ is a field, where the arithmetic is addition and multiplication modulo $x^{2}+1$.

Fact 3.13. $\mathbb{C}$ is a field.
Proof. Theorem 3.7 tells us that $\mathbb{C}$ is a commutative ring, so we need merely show that every nonzero element of $\mathbb{C}$ has an inverse. To see this, let $z \in \mathbb{C}$ be nonzero. By definition, we can find real numbers $a$ and $b$ such that $z=a x+b$, and at least one of $a$ and $b$ is nonzero. That means $a^{2}+b^{2} \neq 0$. Let

$$
w=-\frac{a}{a^{2}+b^{2}} \cdot x+\frac{b}{a^{2}+b^{2}} .
$$

Notice that $w$ has the proper form to be an element of $\mathbb{C}$. In addition,

$$
z w=\left(-\frac{a^{2}}{a^{2}+b^{2}}\right) \cdot x^{2}+\frac{b^{2}}{a^{2}+b^{2}} .
$$

Reducing this modulo $x^{2}+1$, we have

$$
z w \equiv\left[\left(-\frac{a^{2}}{a^{2}+b^{2}}\right) \cdot x^{2}+\frac{b^{2}}{a^{2}+b^{2}}\right]-\left[\left(-\frac{a^{2}}{a^{2}+b^{2}}\right) \cdot x^{2}-\frac{a^{2}}{a^{2}+b^{2}}\right]=\frac{b^{2}+a^{2}}{a^{2}+b^{2}}=1,
$$

so $w$ is the multiplicative inverse of $z$, and $\mathbb{C}$ is a field.
In the example of the previous section, we encountered zero divisors via $(x+1)(x-1) \equiv$ 0 . Can this happen in $\mathbb{C}$ ? In fact, it cannot, precisely because $\mathbb{C}$ is a field.

## Question 3.14.

Suppose that $f$ and $g$ are nonzero polynomials over a field. Why must $f g \neq 0$ ? Hint: Question 2.34 would be helpful.

You should notice that $\mathbb{R} \subseteq \mathbb{C}$, since constants are a special kind of polynomial. One element of $\mathbb{C}$ has a very special property.

Fact 3.15. $\mathbb{C}$ contains exactly two elements that satisfy $x^{2}+1 \equiv 0$.
Why? Let $i=1 x+0$. We claim that $i$ satisfies the equation. Notice that $i$ is, in fact, an element of $\mathbb{C}$, since it has the proper form. Substituting $x=1 x+0$ into $x^{2}+1$ shows that

$$
x^{2}+1=(1 x+0)(1 x+0)+1 \equiv 0
$$

The other root is $-i=-1 x+0$. We leave it to the reader to see that no other element of $\mathbb{C}$ satisfies the equation.

Question 3.16.
Why can no other element of $\mathbb{C}$ satisfy the equation $x^{2}+1=0$ ?

Let's summarize our accomplishment. We created a new field $\mathbb{C}$, which contains the real numbers as a subfield, and possesses a well-defined arithmetic that is consistent with the arithmetic of the real numbers: after all, multiplication of real numbers does not increase the degree, let alone invoke modular reduction. This new field also contains two elements that satisfy the equation given. We have constructed a number that has the properties of the imaginary number, but by its construction is clearly concrete!

Question 3.17.
A real number $a$ has a polynomial representation in $\mathbb{C}$ as $0 x+a$. Use this to explain why "multiplication of real numbers does not increase the degree, let alone invoke modular reduction."

Although we have introduced the complex numbers using polynomial notation and congruence of remainders, we can write them in the more natural form, $a+b i$ where $a, b \in \mathbb{R}$.

## Question 3.18.

Show that there is a ring isomorphism between $\mathbb{C}$ as we have defined them, and $\mathbb{C}$ as traditionally defined. That is, show that

$$
\left\{a x+b: a, b \in \mathbb{R}, x^{2}+1 \equiv 0\right\} \cong\left\{a+b i: a, b \in \mathbb{R}, i^{2}=-1\right\}
$$

We rely on the traditional representation for future sections.

Question 3.19.
We don't have to build $\mathbb{C}$ to obtain a ring containing the roots of $x^{2}+1$. Show that we can build such a ring using remainders of $\mathbb{Z}[x]$, modulo $x^{2}+1$.

We were able to construct a field containing the roots of $x^{2}+1$ using $x^{2}+1$ itself, but we cannot do this with $x^{2}-1$, because $x^{2}-1=(x-1)(x+1)$, creating zero divisors. So $x^{2}+1$ is special, in that we can't rewrite it as the product of two smaller polynomials over $\mathbb{Z}$, or even over $\mathbb{R}$. That's an important property; let's give them a name.

Definition 3.20. Suppose $r \in R$ is an element of a commutative ring, but not the multiplicative identity. We say that $r$ factors over $R$ if we can find $s, t \in R$ such that $r=s t$ and neither $s$ nor $t$ has a multiplicative inverse. Otherwise, $r$ is irreducible.

Remark. If you are familiar with the notion of a "prime number", then you are likely wondering why we call $r$ "irreducible" rather than "prime". The reason is that the algebraic meaning of "prime" is different. The two notions are compatible in the integers, but not in some other rings that you have studied, and will study later.

The definition assumes only that $R$ is a commutative ring. That includes polynomial rings, so we've taken care of $x^{2}+1 \in \mathbb{Z}[x]$, and in fact of all irreducible polynomials over $\mathbb{Z}$.

The requirement that neither $s$ nor $t$ have a multiplicative inverse is important; otherwise, some smart aleck will point out that, in the integers, $2=(-1) \times(-2)$ is a factorization of 2 . Don't write off the smart aleck too quickly, though; we will see in Chapter ?? that this has important implications for factorization.

Question 3.21.
Suppose that $f$ is a polynomial with integer coefficients that factors into two polynomials of smaller degree, $g$ and $h$, so that $f=g h$. Explain why we cannot use $f$ to construct a field containing its own roots.

However, we can still build the roots of non-irreducible polynomials; it just takes a few steps.

Question 3.22.
Suppose $f \in \mathbb{Z}[x]$ is not irreducible. How could you construct a field that contains at least one root of $f$, if not all of them? Hint: If $f$ factors, the factors have lower degree. If they factor...

Question 3.23.
Earlier, we constructed $\sqrt{2}$ as the length of the hypotenuse of a right triangle with legs of length 1 . We can also construct it in the same way that we constructed the imaginary number $i$, using an irreducible polynomial with integer coefficients. Find such an irreducible polynomial, and show which remainder behaves the same as $\sqrt{2}$.

Irreducible polynomials play a major role in Chapter ?? on Factorization.

### 3.2 The roots of unity

The imaginary number is a fine and wonderful recourse of the divine spirit, almost an amphibian between being and not being.

- Gottfried Wilhelm Leibniz

Recall from Question 1.59 that a root of a polynomial $f(x)$ is any element $a$ of the domain which, when substituted into $f$, gives us zero; that is, $f(a)=0$. The example that motivated us to define the complex numbers was the polynomial $f(x)=x^{2}+1$, which has two roots, $\pm i$, where $i^{2}=-1$.

Any root of the polynomial $f(x)=x^{n}-1$ is called a root of unity. These are very important in the study of polynomial roots, in part because of their elegant form.

Example 3.24. The roots of $x^{2}-1$ are called the square roots of unity; they are $x= \pm 1$.
The roots of $x^{3}-1$ are called the cube roots of unity. It is clear that $x=1$ is one such root, and the polynomial factors as

$$
(x-1)\left(x^{2}+x+1\right) .
$$

The quadratic factor contains the other cube roots of unity; by the quadratic formula, they are

$$
x=\frac{-1 \pm \sqrt{1-4}}{2}=-\frac{1}{2} \pm i \cdot \frac{\sqrt{3}}{2} .
$$

The roots of $x^{4}-1$ are called the fourth roots of unity. Since $x^{4}-1$ factors as $\left(x^{2}-1\right)\left(x^{2}+1\right)$, we already know these roots; they are $x= \pm 1, \pm i$.

## A geometric pattern

It's often instructive to study the geometric behavior of a phenomenon, and this is no exception, but how shall we visualize complex numbers? Write $z=a+b i \in \mathbb{C}$, and refer to $a$ as the real part of $z$, and $b$ as the imaginary part. We'll abbreviate this in the future as real $(z)=a$ and imag $(z)=b$. Let's agree to plot $z$ on the $x-y$ plane using real $(z)$ for the $x$-coordinate, and $\operatorname{imag}(z)$ for the $y$-coordinate. The graphs of the square, cube, and fourth roots of unity are as follows:




We've added the outline of a circle of radius 1 at the origin to illustrate a few interesting patterns:

- $x=1$ is always a root.
- All the roots lie on the circle.
- The roots are, in fact, equidistant around the circle: they split the circumference of $2 \pi$ into equal-sized arcs.


## Question 3.25.

Use the pattern above to sketch where the sixth roots of unity should like on the complex plane. Use that graph and some basic trigonometry to find their actual values as complex numbers. Verify that the values are correct by substituting them into the polynomial $x^{6}-1$.

If you recall your trigonometry, especially the parametric representation of the unit circle as $\cos ^{2} t+\sin ^{2} t=1$, the observations above suggest the following.

Theorem 3.26. Let $n \in \mathbb{N}^{+}$. The complex number

$$
\omega=\cos \left(\frac{2 \pi}{n}\right)+i \sin \left(\frac{2 \pi}{n}\right)
$$

is a root off $(x)=x^{n}-1$.
To prove Theorem 3.26, we need a different property of $\omega$. We could insert it into the proof of Theorem 3.26, but it's useful enough on its own that we separate it as:

Lemma 3.27 (Powers of $\omega$ ). If $\omega$ is defined as in Theorem 3.26, then

$$
\omega^{m}=\cos \left(\frac{2 \pi m}{n}\right)+i \sin \left(\frac{2 \pi m}{n}\right)
$$

for every $m \in \mathbb{N}^{+}$.
Proof. We proceed by induction on $m$. For the inductive base, the definition of $\omega$ shows that $\omega^{1}$ has the desired form. For the inductive hypothesis, assume that $\omega^{m}$ has the desired form. In the inductive step, we need to show that

$$
\omega^{m+1}=\cos \left(\frac{2 \pi(m+1)}{n}\right)+i \sin \left(\frac{2 \pi(m+1)}{n}\right) .
$$

To see why this is true, use the inductive hypothesis to rewrite $\omega^{m+1}$ as,

$$
\omega^{m+1}=\omega^{m} \cdot \omega \underset{\substack{\text { ind. } \\ \text { hyp. }}}{=}\left[\cos \left(\frac{2 \pi m}{n}\right)+i \sin \left(\frac{2 \pi}{n}\right)\right] \cdot\left[\cos \left(\frac{2 \pi}{n}\right)+i \sin \left(\frac{2 \pi}{n}\right)\right] .
$$

Distribution gives us

$$
\begin{aligned}
\omega^{m+1}= & \cos \left(\frac{2 \pi m}{n}\right) \cos \left(\frac{2 \pi}{n}\right)+i \sin \left(\frac{2 \pi}{n}\right) \cos \left(\frac{2 \pi m}{n}\right) \\
& +i \sin \left(\frac{2 \pi m}{n}\right) \cos \left(\frac{2 \pi}{n}\right)-\sin \left(\frac{2 \pi m}{n}\right) \sin \left(\frac{2 \pi}{n}\right) .
\end{aligned}
$$

Regroup the terms as

$$
\begin{aligned}
\omega^{m+1}= & {\left[\cos \left(\frac{2 \pi m}{n}\right) \cos \left(\frac{2 \pi}{n}\right)-\sin \left(\frac{2 \pi m}{n}\right) \sin \left(\frac{2 \pi}{n}\right)\right] } \\
& +i\left[\sin \left(\frac{2 \pi}{n}\right) \cos \left(\frac{2 \pi m}{n}\right)+\sin \left(\frac{2 \pi m}{n}\right) \cos \left(\frac{2 \pi}{n}\right)\right] .
\end{aligned}
$$

The trigonometric sum identities $\cos (\alpha+\beta)=\cos \alpha \cos \beta-\sin \alpha \sin \beta$ and $\sin (\alpha+\beta)=$ $\sin \alpha \cos \beta+\sin \beta \cos \alpha$, used "in reverse", show that

$$
\omega^{m+1}=\cos \left(\frac{2 \pi(m+1)}{n}\right)+i \sin \left(\frac{2 \pi(m+1)}{n}\right)
$$

Once we have Lemma 3.27, proving Theorem 3.26 is spectacularly easy.
Proof of Theorem 3.26. Substitution and the lemma give us

$$
\begin{aligned}
\omega^{n}-1 & =\left[\cos \left(\frac{2 \pi n}{n}\right)+i \sin \left(\frac{2 \pi n}{n}\right)\right]-1 \\
& =\cos 2 \pi+i \sin 2 \pi-1 \\
& =(1+i \cdot 0)-1=0
\end{aligned}
$$

so $\omega$ is indeed a root of $x^{n}-1$.

## A group!

Once we fix $n$, the $n$th roots of unity give us a nice group.
Theorem 3.28. The nth roots of unity are $\Omega_{n}=\left\{1, \omega, \omega^{2}, \ldots, \omega^{n-1}\right\}$, where $\omega$ is defined as in Theorem 3.26. They form a group of order $n$ under multiplication.

The theorem does not claim merely that $\Omega_{n}$ is a list of some $n$th roots of unity; it claims that $\Omega_{n}$ is a list of all $n$th roots of unity. Our proof is going to cheat a little bit, because we don't quite have the machinery to prove that $\Omega_{n}$ is an exhaustive list of the roots of unity. We will eventually, however, and you should be able to follow the general idea now.

Basically, let $f$ be a polynomial of degree $n$. Suppose we know that $f$ has $n$ roots, named $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$. The parts you have to take on faith (for now) are twofold.

- First, there is only one way to factor $f$ into linear polynomials. This is not obvious, and in fact it's not always true - but it is in this case, honest! The idea is called unique factorization.
- Second, if $\alpha_{i}$ is a root of $f$, then $x-\alpha_{i}$ is a factor of $f$ for each $\alpha_{i}$, so

$$
f(x)=\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \cdots\left(x-\alpha_{n}\right) \cdot g(x)
$$

where $g$ is yet to be determined. Each linear factor adds one to the degree of a polynomial, and $f$ has degree $n$, so the product of the factors of $f$ cannot have degree higher than $n$. However, we already have degree $n$ on the right hand side of the equation, which means $g$ can only be a constant, and the only roots of $f$ are $\alpha_{1}, \ldots, \alpha_{n}$.
(You can see this in the example above with $\chi^{4}-1$, but the Factor Theorem will have the details (Question 1.59). You should have encountered that theorem in your precalculus studies, and since it doesn't depend on anything in this section, the reasoning is not circular.)

If you're okay with that, then you're okay with everything else.
Proof. For $m \in \mathbb{N}^{+}$, we use the associative property of multiplication in $\mathbb{C}$ and the commutative property of multiplication in $\mathbb{N}^{+}$:

$$
\left(\omega^{m}\right)^{n}-1=\omega^{m n}-1=\omega^{n m}-1=\left(\omega^{n}\right)^{m}-1=1^{m}-1=0 .
$$

This shows that every positive power of $\omega$ is a root of unity. Most of these overlap, just as $(-1)^{2}=(-1)^{4}=(-1)^{6}=\cdots$. If $\omega^{m}=\omega^{\ell}$, then

$$
\cos \left(\frac{2 \pi m}{n}\right)=\cos \left(\frac{2 \pi \ell}{n}\right) \quad \text { and } \quad \sin \left(\frac{2 \pi m}{m}\right)=\sin \left(\frac{2 \pi \ell}{n}\right)
$$

and we know from trigonometry that this is possible only if

$$
\begin{aligned}
\frac{2 \pi m}{n} & =\frac{2 \pi \ell}{n}+2 \pi k \\
\frac{2 \pi}{n}(m-\ell) & =2 \pi k \\
m-\ell & =k n .
\end{aligned}
$$

That is, $m-\ell$ is a multiple of $n$. Since $\Omega_{n}$ lists only those powers from 0 to $n-1$, the powers must be distinct, so $\Omega_{n}$ contains $n$ distinct roots of unity. (See also Question ??.) As there can be at most $n$ distinct roots, $\Omega_{n}$ is a complete list of $n$th roots of unity.

Now we show that $\Omega_{n}$ is a cyclic group.
(closure) Let $x, y \in \Omega_{n}$; you will show in Question 3.29 that $x y \in \Omega_{n}$.

## Question 3.29.

Let $n \in \mathbb{N}^{+}$, and suppose that $a$ and $b$ are both positive powers of $\omega$. Show that $a b \in \Omega_{n}$.

Proof of Theorem 3.28, continued. (associativity) The complex numbers are associative under multiplication; since $\Omega_{n} \subseteq \mathbb{C}$, the elements of $\Omega_{n}$ are also associative under multiplication.
(identity) The multiplicative identity in $\mathbb{C}$ is 1 . This is certainly an element of $\Omega_{n}$, since $1^{n}=1$ for any $n \in \mathbb{N}^{+}$.
(inverses) Let $x \in \Omega_{n}$; you will show in Question 3.33 that $x^{-1} \in \Omega_{n}$.
(cyclic) Theorem 3.26 tells us that $\omega \in \Omega_{n}$; the remaining elements are powers of $\omega$. Hence $\Omega_{n}=\langle\omega\rangle$.


Figure 3•1: The seventh roots of unity, on the complex plane

Combined with the explanation we gave earlier of the complex plane, Theorem 3.28 gives us a wonderful symmetry for the roots of unity.

Example 3.30. Consider the case where $n=7$. According to the theorem, the 7 th roots of unity are $\Omega_{7}=\left\{1, \omega, \omega^{2}, \ldots, \omega^{6}\right\}$ where

$$
\omega=\cos \left(\frac{2 \pi}{7}\right)+i \sin \left(\frac{2 \pi}{7}\right)
$$

According to Lemma 3.27,

$$
\omega^{m}=\cos \left(\frac{2 \pi m}{7}\right)+i \sin \left(\frac{2 \pi m}{7}\right)
$$

where $m=0,1, \ldots, 6$. By substitution, the angles we are looking at are

$$
0, \frac{2 \pi}{7}, \frac{4 \pi}{7}, \frac{6 \pi}{7}, \frac{8 \pi}{7}, \frac{10 \pi}{7}, \frac{12 \pi}{7}
$$

See Figure 3.30.
Although we used $n=7$ in this example, we used no special properties of that number in the argument. That tells us that this property is true for any $n$ : the $n$th roots of unity divide the unit circle of the complex plane into $n$ equal arcs!

Here's an interesting question: is $\omega$ is the only element of $\Omega_{n}$ whose powers "generate" the other elements of the group? In fact, no. A natural follow-up: are all the elements of $\Omega_{n}$ generators of the group? Likewise, no. Well, which ones are? We are not yet ready to give a precise criterion that signals which elements generate $\Omega_{n}$, but they do have a special name.

Definition 3.31. We call any element of $\Omega_{n}$ whose powers gives us all other elements of $\Omega_{n}$ a primitive $n$th root of unity.

Question 3.32.
Show that $\Omega_{n}$ is isomorphic to $\mathbb{Z}_{n}$.

Question 3.33.
(a) Let $\omega$ be a 14 th root of unity; let $\alpha=\omega^{5}$, and $\beta=\omega^{14-5}=\omega^{9}$. Show that $\alpha \beta=1$.
(b) More generally, let $\omega$ be a primitive $n$th root of unity, Let $\alpha=\omega^{a}$, where $a \in \mathbb{N}$ and $a<n$. Show that $\beta=\omega^{n-a}$ satisfies $\alpha \beta=1$.
(c) Explain why this shows that every element of $\Omega_{n}$ has an inverse.

## Question 3.34.

Suppose $\beta$ is a root of $x^{n}-b$.
(a) Show that $\omega \beta$ is also a root of $x^{n}-b$, where $\omega$ is any $n$th root of unity.
(b) Use (a) and the idea of unique factorization that we described right before the proof of Theorem 3.28 to explain how we can use $\beta$ and $\Omega_{n}$ to list all $n$ roots of $x^{n}-b$.

Definition 3.35. Given a field $\mathbb{F}$, a vector space over $\mathbb{F}$ is an abelian group $(V,+)$ with an additional property called scalar multiplication that satisfies the following additional properties:

- Scalar multiplication maps $\mathbb{F} \times V$ to $V$, with $(a, u) \mapsto v$ abbreviated as $a u=v$.
- Closure: for all $a \in \mathbb{F}$ and all $v \in V, a v \in V$.
- Compatibility: for all $a, b \in \mathbb{F}$ and all $v \in V$, (ab) $v=a(b v)$.
- Scalar identity: for all $v \in V, 1_{\mathbb{F}} v=v$.
- Scalar distribution: for all $a \in \mathbb{F}$ and all $u, v \in V, a(u+v)=a u+a v$.
- Vectors distribution: for all $a, b \in \mathbb{F}$ and all $v \in V,(a+b) v=a v+b v$.


## Question 3.36.

Show that this section's construction of $\mathbb{C}$ satisfies the requirements of a vector space over $\mathbb{R}$.

### 3.3 Cyclic groups; the order of an element

"Well, in our country," said Alice, still panting a little, "you'd generally get to somewhere else-if you run very fast for a long time, as we've been doing."
"A slow sort of country!" said the Queen. "Now, here, you see, it takes all the running you can do, to keep in the same place. If you want to get somewhere else, you must run at least twice as fast as that!"

- Lewis Carroll

This section builds on a phenomenon we observed in a group of roots of unity to describe an important class of groups. Recall that the $n$th roots of unity can all be written as powers of

$$
\omega=\cos \left(\frac{2 \pi}{n}\right)+i \sin \left(\frac{2 \pi}{n}\right)
$$

that is,

$$
\Omega_{n}=\left\{\omega, \omega^{2}, \ldots, \omega^{n}=1\right\} .
$$

Because of this, we spoke of $\omega$ as "generating" $\Omega_{n}$. As you will see, we can write many other groups in this form. In addition, it will be of interest to look at groups generated by an element. Since we're dealing with repeating the operation of a group on one element, we'd best shore up some properties of exponents first.

## Exponents

In essence, we claim that the usual arithmetic holds for exponents and multiples, regardless of the underlying group or ring; that is:

- for any integers $a, b \in \mathbb{Z}$, we define $g^{a} g^{b}=g^{a+b}$;
- if the set has an identity, then we define $g^{0}=я$;
- if the set has multiplicative inverses, then we define $g^{-a}=\left(g^{-1}\right)^{a}=\left(g^{a}\right)^{-1}$.

We have to make sure these definitions are reasonably well defined in any group or ring.

## Question 3.37.

We're going to start off deciding that $g^{0}$ is just shorthand for the group identity, $я$. If the operation of the group is addition, we'll usually write $0 \times g=0$. Why do these notations make sense? Hint: $\varsigma=g g^{-1}$.

## Question 3.38.

Suppose $a \in \mathbb{N}^{+}$. Why can we say $g^{-a}=\left(g^{-1}\right)^{a}=\left(g^{a}\right)^{-1}$ ? Are we sure that $\left(g^{-1}\right)^{a}$ and $\left(g^{a}\right)^{-1}$ are always the same? Hint: Think about the definitions. The meaning of $\left(g^{a}\right)^{-1}$ is, "the inverse of $g^{a}$." What, then, has to be true for us to be able to say that $\left(g^{-1}\right)^{a}=\left(g^{a}\right)^{-1}$ ? Show that that is true.

Lemma 3.39. Let $G$ be a group, $g \in G$, and $m, n \in \mathbb{Z}$. Each of the following holds:
(A) $g^{m} g^{-m}=g$; that is, $g^{-m}=\left(g^{m}\right)^{-1}$.
(B) $\left(g^{m}\right)^{n}=g^{m n}$.
(C) $g^{m} g^{n}=g^{m+n}$.

The proof of Lemma 3.39 is not especially hard, but it does involve tedious notation. Originally, I included it here, but decided to remove it, on the grounds that (a) it distracts from the point of this section, which is to introduce you to cyclic groups, and (b) you really ought to be able to show it on your own (especially if your plan is to teach one day). So:

## Question 3.40.

Suppose $m \in \mathbb{Z}$ (not just $a \in \mathbb{N}^{+}$as before). Why can we say $g^{-m}=\left(g^{m}\right)^{-1}$ ? Hint: What makes this different from before is that we're now dealing with negative exponents. Try considering different cases when $m \in \mathbb{N}^{+}$(which we've already discussed, actually) and $n<0$.

Question 3.41.
Building on the previous question: let $n \in \mathbb{Z}$. Why can we say $\left(g^{m}\right)^{n}=g^{m n}$ ? Hint: As before, you need to consider separate cases for $m$ or $n$ negative.

## Cyclic groups and generators

Some groups enjoy the special property that every element is a power of one, special element.

Definition 3.42. Let $G$ be a group. If there exists $g \in G$ such that every element $x \in G$ has the form $x=g^{n}$ for some $n \in \mathbb{Z}$, then $G$ is a cyclic group and we write $G=\langle g\rangle$. We call $g$ a generator of $G$.

The idea of a cyclic group is that it has the form

$$
\left\{\ldots, g^{-2}, g^{-1}, \mathfrak{g}, g^{1}, g^{2}, \ldots\right\} .
$$

If the group's operation is addition, we would of course write

$$
\{\ldots,-2 g,-g, 0, g, 2 g, \ldots\} .
$$

Example 3.43. Let's look at $\mathbb{Z}$ first. Any $n \in \mathbb{Z}$ has the form $n \cdot 1$, such as $2=2 \cdot 1,-5=(-5) \cdot 1$, and so forth. We see that $\mathbb{Z}$ is cyclic, and write $\mathbb{Z}=\langle 1\rangle$.

In addition, $n$ has the form $(-n) \cdot(-1)$, so $\mathbb{Z}=\langle-1\rangle$ as well. Both 1 and -1 are generators of $\mathbb{Z}$.

Question 3.44.
Show that any group of 3 elements is cyclic.

Question 3.45.
Is the Klein 4 -group (Question 2.38 on page 50 ) cyclic? What about the cyclic group of order 4 ?

## Question 3.46.

Show that $\mathbb{Q}$ is not cyclic as an additive group. Hint: Suppose it were; then you could find a rational number $q$ such that $\mathbb{Q}=\{\ldots,-2 q,-q, 0, q, 2 q, \ldots\}$. Surely you can find some $r \in \mathbb{Q}$ that isn't listed.

## Question 3.47.

Let $n \in \mathbb{Z}$, and consider the ring $\mathbb{Z}_{n}$.
(a) Show that its additive group is cyclic.
(b) Show that if $n=7$, the subset $\{1,2, \ldots, 6\}$ is a cyclic group under multiplication.

Hint: It's not enough to show that all the elements are generated by one element, though you do have to start there. You also have to check the properties of a group, especially that every element has an inverse.
(c) Show that if $n=6$, the subset $\{1,2, \ldots, 5\}$ is not a cyclic group under multiplication.
(d) Look at the subsets $\{1,2, \ldots, n-1\}$ in some other finite rings $\mathbb{Z}_{n}$, where $n \geqslant 5$. Try at least two more and determine whether they are cyclic groups under multiplication.
(e) Do you notice a pattern to which values of $n$ work and which don't?

## Question 3.48.

Suppose that $G$ and $H$ are groups, and $G \cong H$. Show that if $G$ is cyclic, then so is $H$, because the generator of $G$ is a generator of $H$.

In Definition 3.42 we referred to $g$ as $a$ generator of $G$, not as the generator. There could in fact be more than one generator; we see this in Example 3.43 from the fact that $\mathbb{Z}=\langle 1\rangle=$ $\langle-1\rangle$. Another example is $\Omega_{3}$, where $\omega$ and $\omega^{2}$ both generate the group.

An important question arises here. Given a group $G$ and an element $g \in G$, define $\langle g\rangle$ as the set of all integer powers of $g$. That is,

$$
\langle g\rangle=\left\{\ldots, g^{-2}, g^{-1}, g, g, g^{2}, \ldots\right\} .
$$

We call this the group generated by $g$, and call $g$ the generator of this group. When we're feeling a little lazy, which is actually pretty common, we simply say the group generated by $g$. Every cyclic group has the form $\langle g\rangle$ for some $g \in G$. Is the converse also true that $\langle g\rangle$ is a group for any $g \in G$ ? As a matter of fact, yes!

Theorem 3.49. For every group $G$ and for every $g \in G,\langle g\rangle$ is an abelian group.

Proof. We show that $\langle g\rangle$ satisfies the properties of an abelian group. Let $x, y, z \in\langle g\rangle$. By definition of $\langle g\rangle$, there exist $a, b, c \in \mathbb{Z}$ such that $x=g^{a}, y=g^{b}$, and $z=g^{c}$. We will use Lemma 3.39 implicitly.

- By substitution, $x y=g^{a} g^{b}=g^{a+b} \in\langle g\rangle$. So $\langle g\rangle$ is closed.
- By substitution, $x(y z)=g^{a}\left(g^{b} g^{c}\right)$. These are elements of $G$ by inclusion (that is, $\langle g\rangle \subseteq G$ so $x, y, z \in G$ ), so the associative property in $G$ gives us

$$
x(y z)=g^{a}\left(g^{b} g^{c}\right)=\left(g^{a} g^{b}\right) g^{c}=(x y) z
$$

- By definition, $\varepsilon=g^{0} \in\langle g\rangle$.
- By definition, $g^{-a} \in\langle g\rangle$, and $x \cdot g^{-a}=g^{a} g^{-a}=e$. Hence $x^{-1}=g^{-a} \in\langle g\rangle$.
- Using the fact that $\mathbb{Z}$ is commutative under addition,

$$
x y=g^{a} g^{b}=g^{a+b}=g^{b+a}=g^{b} g^{a}=y x .
$$

## Question 3.50.

Find all the generators of $\Omega_{8}$. Hint: In Question 3.32 you showed that $\Omega_{n} \cong \mathbb{Z}_{n}$, so the generators of $\mathbb{Z}_{8}$ must correspond to the generators of $\Omega_{8}$. The mapping you used in the isomorphism will tell you which ones.

## The order of an element

Given an element and an operation, Theorem 3.49 links them to a group. It makes sense, therefore, to link an element to the order of the group that it generates.

Definition 3.51. Let $G$ be a group, and $g \in G$. We say that the order of $g$ is the order of the group it generates; ord $(g)=|\langle g\rangle|$. If ord $(g)=\infty$, we say that $g$ has infinite order.

We can write an element in different ways when its order is finite.
Example 3.52. Consider $\mathbb{Z}_{4}=\{0,1,2,3\}$. Since $4 \equiv{ }_{4} 0$, we can write 1 as $1 \times 4+1,2 \times 4+1$, $3 \times 4+1$, etc.

Example 3.53. Recall $\Omega_{7}=\left\{1, \omega, \omega^{2}, \ldots, \omega^{6}\right\}$. Since $\omega^{7}=1$, we can write $\omega^{2}$ as $\omega^{2}, \omega^{9}, \omega^{16}$, etc.

The example suggests that if the order of an element $G$ is $n \in \mathbb{N}$, then we can write

$$
\langle g\rangle=\left\{\Omega, g, g^{2}, \ldots, g^{n-1}\right\} .
$$

This explains why we call $\langle g\rangle$ a cyclic group: once they reach ord $(g)$, the powers of $g$ "cycle". To prove this in general, we have to show that for a finite cyclic group $\langle g\rangle$ with ord $(g)=n$,

- $n$ is the smallest positive power that gives us the identity; that is, $g^{n}=\Omega$, and
- for any two integers between 0 and $n$, the powers of $g$ are different; that is, if $0 \leqslant a<$ $b<n$, then $g^{a} \neq g^{b}$.

Theorem 3.54 accomplishes that, and a bit more as well.
Theorem 3.54. Let $G$ be a finite group, $g \in G$, and $\operatorname{ord}(g)=n$.
(A) $\Omega, g, g^{2}, \ldots, g^{n-1}$ are all distinct.
(B) $g^{n}=q$;
(C) $n$ is the smallest positive integer $d$ such that $g^{d}=q$; and
(D) For any $a, b \in \mathbb{Z}, n \mid(a-b)$ if and only if $g^{a}=g^{b}$.

Proof. The meat of the theorem is (A). The remaining assertions are consequences.
(A) By way of contradiction, suppose that there exist $a, b \in \mathbb{N}$ such that $0 \leqslant a<b<n$ and $g^{a}=g^{b}$; then $я=\left(g^{a}\right)^{-1} g^{b}$. By Lemma 3.39, we can write

$$
я=g^{-a} g^{b}=g^{-a+b}=g^{b-a} .
$$

Let $d=b-a$. Recall that $a<b$, so $d=b-a \in \mathbb{N}^{+}$. By the Division Theorem, for any integer $m$ we can find $q, r \in \mathbb{Z}$ such that $m=q d+r$ and $0 \leqslant r<d$. Applying Lemma 3.39 again, we have

$$
g^{m}=g^{q d+r}=\left(g^{d}\right)^{q} g^{r}=g^{q} g^{r}=g^{r},
$$

so any power of $g$ can be written as a remainder after division by $d$. In other words,

$$
\langle g\rangle=\left\{\Omega, g, g^{2}, \ldots, g^{d-1}\right\} .
$$

This implies that $|\langle g\rangle|=d$, which contradicts the assumption that $n=\operatorname{ord}(g)=|\langle d\rangle|$.
(B) We know that $\operatorname{ord}(g)=n$, so there are $n$ distinct elements of $\langle g\rangle$. By part (a), the $n$ powers $g^{0}, g^{1}, \ldots, g^{n-1}$ are all distinct, so

$$
\langle g\rangle=\left\{g^{0}, g^{1}, \ldots, g^{n-1}\right\} .
$$

This implies that $g^{n}=g^{d}$ for some $d=0,1, \ldots, n-1$. Which one?
Using Lemma 3.39, we find that $g^{n-d}=я$. Recall that $0 \leqslant d<n$, so $0<n-d \leqslant n$. By (A), $g^{a} \neq \boldsymbol{q}$ for $a=1,2, \ldots, n-1$, so $n-d=n$, so $d=0$. By substitution, $g^{n}=g^{d}=g^{0}=\boldsymbol{q}$.
(C) let $S$ is the set of all positive integers $m$ such that $g^{m}=q$; this is a subset of $\mathbb{N}$, so it has a smallest element. Let the smallest element be $d ;$ by (B), $g^{n}=\mathcal{q}$, so $n \in S$. Hence $d \leqslant n$. On the other hand, (A) tells us that we cannot have $d<n$; otherwise, $g^{d}=g^{0}=я$. Hence, $n \leqslant d$. We already had $d \leqslant n$, so the two must be equal.
(D) Let $a, b \in \mathbb{Z}$. Assume that $n \mid(a-b)$. Let $q \in \mathbb{Z}$ such that $n q=a-b$. Substitution, Lemma 3.39 and some arithmetic tell us that

$$
\begin{aligned}
g^{b} & =g^{b} \cdot \mathfrak{g}=g^{b} \cdot \mathfrak{g}^{q} \\
& =g^{b} \cdot\left(g^{n}\right)^{q}=g^{b} \cdot g^{n q} \\
& =g^{b} \cdot g^{a-b}=g^{b+(a-b)}=g^{a} .
\end{aligned}
$$

Conversely, if we assume that $g^{b}=g^{a}$, then Lemma 3.39 implies that $g^{b-a}=я$. Use the Division Theorem to choose $q, r \in \mathbb{Z}$ such that $b-a=n q+r$ and $0 \leqslant r<n$. By substitution and Lemma 3.39,

$$
\boldsymbol{q}=g^{b-a}=g^{q n+r}=\left(g^{n}\right)^{q} g^{r}=q^{q} g^{r}=g^{r} .
$$

Recall that $0 \leqslant r<n$. By (C), $r$ cannot be positive, so $r=0$. By substitution, $b-a=q n$, so $n \mid(b-a)$.

We conclude that, at least when they are finite, cyclic groups are aptly named: increasing powers of $g$ generate new elements until the power reaches $n$, in which case $g^{n}=я$ and we "cycle around."

Question 3.55.
Complete the proof of Lemma 3.39(C).

Question 3.56.
Fill in each blank of Figure 3.56 with the justification or statement.

Let $G$ be a group, and $g \in G$. Let $d, n \in \mathbb{Z}$ and assume ord $(g)=d$.
Claim: $g^{n}=я$ if and only if $d \mid n$.
Proof:

1. Assume that $g^{n}=я$.
(a) By ___, there exist $q, r \in \mathbb{Z}$ such that $n=q d+r$ and $0 \leqslant r<d$.
(b) $\mathrm{By} \ldots, g^{q d+r}=$.
(c) $\mathrm{By} \ldots, g^{q d} g^{r}=\Omega$.
(d) By__, $\left(g^{d}\right)^{q} g^{r}=\boldsymbol{g}$.
(e) $\mathrm{By} \_\ldots, a^{q} g^{r}=я$.
(f) By__, $я g^{r}=я$. By the identity property, $g^{r}=я$.
(g) By ___ $d$ is the smallest positive integer such that $g^{d}=я$.
(h) Since___ it cannot be that $r$ is positive. Hence, $r=0$.
(i) By __, $n=q d$. By definition, then $d \mid n$.
2. Now we show the converse. Assume that $\qquad$ .
(a) By definition of divisibility, $\qquad$ .
(b) By substitution, $g^{n}=$ $\qquad$ .
(c) By Lemma 3.39, the right hand side of that equation can be rewritten as $\qquad$ .
(d) Recall that ord $(g)=d$. By Theorem $3 \cdot 54, g^{d}=\mathcal{q}$, so we can rewrite the right hand side again as $\qquad$ _.
(e) A little more simplification turns the right hand side into $\qquad$ , which obviously simplifies to $e$.
(f) By $\qquad$ , then, $g^{n}=я$.
3. We showed first that if $g^{n}=я$, then $d \mid n$; we then showed that $\qquad$ . This proves the claim.

Figure 3.2: Material for Question 3.56

### 3.4 An introduction to finite rings and fields

Our minds are finite, and yet even in these circumstances of finitude we are surrounded by possibilities that are infinite, and the purpose of life is to grasp as much as we can out of that infinitude.

- Alfred North Whitehead

The rings and fields you're most familiar with are infinite: $\mathbb{Q}, \mathbb{R}, \mathbb{C}$. A natural question to ask is, "Do finite rings or fields exist?"

We'll look at rings first. You saw in Section $2 \cdot 2$ that $\mathbb{Z}_{d}$ is an abelian group under addition, one of the requirements of a ring.

Theorem 3.57. For any nonzero integer $d$, the set $\mathbb{Z}_{d}$ is a commutative ring under modular addition and multiplication.

Proof. Let $d \in \mathbb{Z}$ be nonzero, and let $a, b, c \in \mathbb{Z}_{d}$. We already know that $\mathbb{Z}_{d}$ makes an abelian group under modular addition, so we need merely show that modular multiplication satisfies the requirements of a commutative monoid. Closure is guaranteed by property (D2) of the Division Theorem. The multiplicative identity is 1 , itself a remainder and thus an element of $\mathbb{Z}_{n}$. The associative property follows from multiplication of the integers and from the uniqueness of remainders: since $a(b c)=(a b) c$ as integers, the unique remainders of $a(b c)$ and $(a b) c$ must also be equal, so $a(b c) \equiv(a b) c$.

So $\mathbb{Z}_{d}$ is a finite ring for every nonzero value of $d$.
As for finite fields, ah, uhm... well! You already met zero divisors of finite rings in Question 2.29 , so at least one of our finite rings are not good candidates for finite fields. Other finite rings work dandily.

Example 3.58. Recall $\mathbb{Z}_{7}=\{0,1,2, \ldots, 6\}$. We can see that this is a field by verifying that every nonzero element has a multiplicative inverse: $1 \otimes 1=1,2 \otimes 4=8 \equiv 1,3 \otimes 5=15 \equiv 1$, and $6 \otimes 6=36 \equiv 1$.

So $\mathbb{Z}_{7}$ is a field, but $\mathbb{Z}_{6}$ is not.

## Question 3.59.

What difference between $\mathbb{Z}_{6}$ and $\mathbb{Z}_{7}$ makes the latter a field, while the former is not?

Don't draw too hasty a conclusion! You might be tempted to think that the only finite field are those of the $\mathbb{Z}_{d}$, where $d$ has the "correct" form. In fact, there can be other fields of size $d$ !

Example 3.60. Consider $g=\chi^{2}+1$, in the $\operatorname{ring} \mathbb{Z}_{3}[x]$. Let $\mathbb{F}_{9}$ be the set of remainders possible when dividing by $g$. Arithmetic is modulo both 3 and $x^{2}+1$, so its elements are

$$
\mathbb{F}_{9}=\{0,1,2, x, x+1, x+2,2 x, 2 x+1,2 x+2\} .
$$

This set is not the same as $\mathbb{Z}_{9}$ !

You already know from Theorem 3.7 that $\mathbb{F}_{9}$ forms a ring. It is routine to verify that:

$$
\begin{array}{cc}
1^{-1}=1 & (x+1)^{-1}=x+2 \\
2^{-1}=2 & (2 x+1)^{-1}=2 x+2 \\
x^{-1}=2 x &
\end{array}
$$

For example,

$$
(2 x+1)(2 x+2)=4 x^{2}+6 x^{0}+2 \equiv x^{2}+2 \equiv 1 .
$$

So all its nonzero elements have inverses.
Even though it has nine elements, $\mathbb{F}_{9}$ is a field! So we can't just look at whether the number of elements in a set factors. That said, it's not completely unrelated.

## Characteristics of finite rings

Definition 3.61. Let $R$ be a ring. The characteristic of $R$ is the smallest positive integer $n$ such that

$$
0 \equiv n r=\underbrace{r+r+\cdots+r}_{n \text { times }}
$$

for every $r \in R$. If there is no such number, we say that $R$ has characteristic $\mathbf{0}$.
If $n$ is the characteristic of $R$, we write char $R=n$.
Example 3.62. In $\mathbb{Z}_{7}$, the characteristic of 1 is 7 , since $7 \times 1 \equiv 0$, and any smaller multiple of 1 is non-zero. In fact, $7 \times r \equiv 0$ for any nonzero element $r$, and no smaller value of $n$ gives $n \times r \equiv 0$. The one exception is $r=0$, in which case $1 \times 0 \equiv 0$, but 1 doesn't work for the other elements $(1 \times 2 \not \equiv 0)$, whereas 7 works for $0(7 \times 0 \equiv 0)$, so the characteristic of $\mathbb{Z}_{7}$ is indeed 7.

In $\mathbb{Z}_{6}$, the relationship $2 \times 3 \equiv 0$ suggests that the characteristic could be 2 or 3 , but neither number is the characteristic of every element, since $2 \times 1 \equiv 2 \not \equiv 0$ and $3 \times 5 \equiv 3 \not \equiv 0$. We have to try something larger, and in fact neither $4 \times 5 \equiv 0$ nor $5 \times 5 \equiv 0$; we find $6 \times 5 \equiv 0$. Similarly, $6 \times 1 \equiv 0$, so the characteristic of $\mathbb{Z}_{6}$ is 6 .

Don't jump too quickly into thinking the characteristic of a ring is simply the number of elements! In $\mathbb{F}_{9}$, we get a different answer, because everything is modulo 3 , so $3 \times r \equiv 0$ for every $r \in \mathbb{F}_{9}$. Smaller numbers won't work as $1 \times 1 \not \equiv 0$, and $2 \times 1 \not \equiv 0$, so the characteristic must in fact be 3 .

While the characteristic of a ring is defined in terms of every element, it actually depends on only one element!

Theorem 3.63. The characteristic of a ring is either zero or the smallest positive number $n$ such that $n \times 1=0$, where 1 is the multiplicative identity of $R$.

Proof. Let $R$ be a ring, and $r \in R$. If $n \times 1 \neq 0$ for any $n \in \mathbb{N}^{+}$, then by definition of characteristic, char $R=0$. Otherwise, $R$ has positive characteristic, and there exists $n \in \mathbb{N}^{+}$such that $n \times 1=$ 0 ; use the well-ordering of $\mathbb{N}$ to choose the smallest such $n$. By closure, $n \in R$, so we can apply the associative property to see that

$$
n \times r=n \times(1 \times r)=(n \times 1) \times r=0 \times r=0 .
$$

(Notice the use of Fact 2.30 in the last step.) Thus, any $n \in \mathbb{N}^{+}$satisfying $n \times 1=0$ also satisfies $n \times r=0$. By choice of $n$, no smaller positive $m$ satisfies $m \times 1=0$, so $n \times r=0$ for all $r \in R$, and is the smallest such. The characteristic of $R$ depends entirely on its multiplicative identity.

It turns out that the characteristic is the key property distinguishing fields from mere rings.
Theorem 3.64. The characteristic of a field is irreducible.
Proof. Let $\mathbb{F}$ be a field of characteristic $n$. Suppose to the contrary that $n=p q$, where $p$ and $q$ are integers, but neither is 1 . Notice that $1<p, q<n$. Let $S=\{0,1,2 \times 1, \ldots,(n-1) \times 1\}$. By closure of multiplication, $S \subseteq \mathbb{F}$. In addition, $S$ is a set with $n$ distinct elements; otherwise, we would contradict Theorem 3•63. (Keep in mind that $2 \times 1$ means $1+1,3 \times 1=1+1+1$, etc.)

Of course, 1 is the multiplicative identity, so $S=\{0,1,2, \ldots, n-1\}$. Recall that $p, q<n$. That means $p, q \in S$; by inclusion, $p, q \in \mathbb{F}$. Closure of multiplication forces $p \times q \in \mathbb{F}$. By the definition of characteristic, $p \times q=n \equiv 0$, so that $\mathbb{F}$ has zero divisors. This contradicts Question 2.34 and the hypothesis that $\mathbb{F}$ is a field!

The only questionable assumption we have made is that neither $p$ nor $q$ is 1 , so it must be that one of them is 1 , and $n$ is irreducible.

But what if $n$ is irreducible?
Fact 3.65. If $n$ is irreducible, then $\mathbb{Z}_{n}$ is a field of characteristic $n$.
Proof. Certainly $\mathbb{Z}_{n}$ is a ring of characteristic $n$, since $i \times 1 \not \equiv 0$ for any $i=1, \ldots, n-1$. Why must it be a field? We claim that for any nonzero $r \in \mathbb{Z}_{n}$ we can find $s \in \mathbb{Z}_{n}$ such that $r s \equiv 1$. To see why, we need the following lemma.

Bézout's Lemma. If $d$ is the largest integer that divides both integers $m$ and $n$, also integers then we can find integers $x$ and $y$ such that $m x+n y=d$. In fact, $d$ is the smallest positive integer for which we can find such an expression.

The equation $m x+n y=d$ is sometimes called Bézout's Identity. The integer $d$ of Bézout's Lemma is the greatest common divisor of $m$ and $n$, and is abbreviated gcd ( $m, n$ ).

Proof of Bézout's Lemma. Let $S=\{m x+n y: x, y \in \mathbb{Z}\}$, and let $L=S \cap \mathbb{N}^{+}$. By the well-ordering property, $L$ has a smallest element; call it $\ell$, and choose $x$ and $y$ such that $m x+n y=\ell$. By hypothesis, $d$ divides both $m$ and $n$; say $m=a d$ and $n=b d$. By substitution,

$$
(a d) x+(b d) y=\ell
$$

We can rewrite this as

$$
d(a x+b y)=\ell,
$$

so $d \mid \ell$. We know that this means $d \leqslant \ell$.
On the other hand, choose a quotient $q$ and remainder $r$ such that $m=q \ell+r$ satisfies the Division Theorem. Rewrite this equation as

$$
r=m-q \ell=m-q(m x+n y)=m(1-q x)+n(-q y) .
$$

With $r=m(1-q x)+n(-q y)$, we see that $r \in S$. As a remainder, $r \in \mathbb{N}$, so either $r=0$ or $r \in S \cap \mathbb{N}=L$. If $r \neq 0$, the choice of $\ell$ as the smallest element of $L$ implies $\ell \leqslant r$. But $r$ is a remainder from division by $d$, so $r<d$, and we saw above that $d \leqslant \ell$; it doesn't make sense to have $\ell \leqslant r<d \leqslant \ell$ ! The only way to avoid a contradiction is if $r=0$, so $\ell$ divides $m$. A similar argument shows that $\ell$ divides $n$. We now have $\ell$ dividing both $m$ and $n$; recall that $d$ is the largest integer that divides both $m$ and $n$, so $\ell \leqslant d$.

We are now finished: the first paragraph concluded that $d \leqslant \ell$, and the second paragraph concluded that $\ell \leqslant d$. This is only possible if $\ell=d$, and we have shown the claim.

Question 3.66.
The first paragraph of the proof of Bézout's Theorem concludes with the assertion that if $d, \ell$ are both positive integers, and $d$ divides $\ell$, then $d \leqslant \ell$. Why must this be true?

We return to our main question.
Proof of Fact 3.64 (continued). Let $m \in \mathbb{Z}_{n}$. By hypothesis, $n$ is irreducible, so the greatest common divisor of $m$ and $n$ is 1 . Well, then, Bézout's Lemma gives us integers $x, y$ such that $m x+n y=1$. Rewrite this as $n y=1-m x$, and Theorem $2 \cdot 8$ shows that $1 \equiv_{n} m x$. In other words, $x$ is the multiplicative inverse we sought for $m$.

## Evaluating positions in the game

We return to the question of evaluating the value of a position in Ideal Nim. One way to do this is to count the number of possible moves remaining. For instance, if we have only a single row of $m$ boxes, we would call that a row of value $m$. How can we model this? Let's start with these first two principles to keep in mind:

Principle the first: A choice's value must satisfy $0 \leqslant m$.
Principle the second: Any choice is its own inverse, so $m \oplus m=0$.
To a seasoned mathematician, the self-inverse property indicates that we're working in a ring of characteristic 2 . We'll aim for a field, if we can get it. Unfortunately, the basic field of characteristic 2 is $\mathbb{Z}_{2}$, which has only two values. By themselves, 0 and 1 won't model our game, so we'll have to extend our ring. Nothing stops us from extending it in a fashion similar to the one we used to build the complex numbers, so let's try that.

Fact 3.67. The polynomial $f=x(x-1)\left(x-a_{1}\right) \cdots\left(x-a_{n-2}\right)+1$ has no roots in the finite field $\mathbb{F}_{n}=\left\{0,1, a_{1}, \ldots, a_{n-2}\right\}$.

Why? We can see this by simple substitution; $f(b) \equiv 1$ for any element $b$ of $\mathbb{F}_{n}$.
Fact 3.68. Any factorization off that uses coefficients only in $\mathbb{F}_{n}$ has no linear components.
Why? The alternative would set up a contradiction between the Division Theorem for Polynomials and the previous fact: for any hypothetical linear factor of $f$, the definition of $f$ would have a remainder of 1 , while the factorization would have a remainder of 0 .

In other words, while $f$ may factor, its irreducible factors are not linear.
Fact 3.69. Defining a ring $\mathbb{E}$ as $\mathbb{F}_{n}[x]$ modulo an irreducible factor off actually gives us a field.
Why? If not, there must be some nonzero element $a$ of $\mathbb{E}$ that does not have a multiplicative inverse. Since $\mathbb{E}$ is finite, we can list all products $a x$ for $x \in \mathbb{E}$. The fact that $a x \neq 1$ means there must be distinct elements $x, y \in \mathbb{E}$ whose products give $a x=a y$. Rewrite this as $a(x-y)=0$. Let $z=x-y$; with distinct $x$ and $y$, we must have $z \neq 0$. That means $a z=0$ even though $a, z \neq 0$; we have found zero divisors.

This is a contradiction! To see why, let $g$ be the irreducible factor of $f$. Both $a$ and $z$ are polynomials with degree smaller than $\operatorname{deg} g$. The statement " $a z=0$ in $\mathbb{E}$ " translates to " $a z \equiv 0$ in $\mathbb{F}_{n}[x]$ modulo $g$," but since $0 \equiv g$, we have found a factorization of an irreducible polynomial!

Satisfied that $\mathbb{E}$ is in fact a field, we can now build successively larger fields

$$
\{0,1\} \subsetneq\{0,1,2,3\} \subsetneq\{0,1,2,3,4,5,6,7\} \subsetneq \cdots
$$

where $2^{n}$ represents $x^{n}$ in the corresponding extension, $2^{n}+1$ represents $x^{n}+1,2^{n}+2$ represents $x^{n}+x$, etc. These are not your ordinary $2,3, \ldots$ because here, $1+1 \not \equiv 2$; after all, $1+1 \equiv 0$. The addition of the remainders, modulus the irreducible polynomial, corresponds precisely to integer addition using powers of 2 , also called binary notation. This allows us to model the game, and you can use this to form a winning strategy for a simpler version of Ideal Nim, simply called Nim.

It is not enough to form a winning strategy for Ideal Nim, because a winning strategy for this game is currently unknown! However, we can still evaluate the values of many games using the implication of symmetry that $x+x \equiv 0$.

Example 3.70. Suppose a game of Ideal Nim has led to the following configuration:


Suppose it is Alice's turn. As this is visually non-symmetric, you might conclude that the Alice has an advantage. Upon further inspection, you'd discover that if Bob has any sense at all, then no, Alice will in fact lose. For instance, if Alice chooses $(0,3)$, Bob could choose $(1,1)$, leaving a visually symmetric game; if Alice chooses $(0,2)$ instead, Bob could choose $(2,1)$, again leaving a visually symmetric game. Either choice is a win for Bob! The remaining choices for the next player are similarly parried.

Our conclusion from this is that the value of the upside-down $L$ on the right is equivalent to the value of the two blocks in a line on the left; both blocks have value 2 .

Question 3.71.
Operating under the assumption that a line of $m$ blocks has value $m$, use a technique analogous to the one in the previous example to show that the values of the following configurations are $1,3,4,1$ (again!), and 5 .


### 3.5 Matrices

matrix, n. 1. (Latin) the womb. 2. (mathematics) A rectangular array of numeric or algebraic quantities subject to mathematical operations.

- from The American Heritage Dictionary of the English Language (4th edition)

Let $R$ be a commutative ring, and $m, n \in \mathbb{N}^{+}$. An $m \times n$ matrix $M$ over $R$ is a list of $m$ lists (rows) of $n$ elements of $R$. We say the dimension of the matrix is $m \times n$. We call $R$ the base ring of $M$. If $m=n$, we call the matrix square, and say that the dimension of the matrix is $m$. The set of all $m \times n$ matrices over $R$ is $R^{m \times n}$.

Notation 3.72. We write the $j$ th element of row $i$ of the matrix $A$ as $a_{i j}$. We often omit 0's from the matrix, not so much from laziness as from a desire to improve readability. (It really does help to omit the 0 's when there are a lot of them.) If the dimension of $A$ is $m \times n$, then we write $\operatorname{dim} A=m \times n$.

Example 3.73. If

$$
A=\left(\begin{array}{lll}
1 & & 1 \\
& 1 & \\
& 5 & 1
\end{array}\right)
$$

then $a_{21}=0$ while $a_{32}=5$. Notice that $A$ is a $3 \times 3$ matrix; or, $\operatorname{dim} A=3 \times 3$. As a square matrix, we say its dimension is 3 .

Definition 3.74. The transpose of a matrix $A$ is the matrix $B$ satisfying $b_{i j}=a_{j i}$. In other words, the jth element of row $i$ of $B$ is the $i$ th element of row $j$ of $A$. A column of a matrix is a row of its transpose.

Notation 3.75. We often write $A^{T}$ for the transpose of $A$.
Example 3.76. If $A$ is the matrix of the previous example, then

$$
A^{T}=\left(\begin{array}{lll}
1 & & \\
& 1 & 5 \\
1 & & 1
\end{array}\right)
$$

We focus mostly on square matrices, with the exception of $m \times 1$ matrices, also called column vectors, or just plain "vectors" if we feel lazy, as we often do. The dimension of an $m \times 1$ vector is $m$. We write $R^{m}$ for the set of all column vectors of dimension $n$ with entries from a ring $R$. This looks the same as the Cartesian product $R \times R \times \cdots R$, because it is: a column vector $\left(r_{1} \cdots r_{m}\right)^{T}$ is merely a different representation of writing the tuple $\left(r_{1}, \ldots, r_{m}\right)$.

## Matrix arithmetic

The two major operations for matrices are addition and multiplication. Addition is componentwise; we add matrices by adding entries in the same row and column. Multiplication is not componentwise.

- If $A$ and $B$ are $m \times n$ matrices and $C=A+B$, then $c_{i j}=a_{i j}+b_{i j}$ for all $1 \leqslant i \leqslant m$ and all $1 \leqslant j \leqslant n$. Notice that $C$ is also an $m \times n$ matrix.
- If $A$ is an $m \times r$ matrix, $B$ is an $r \times n$ matrix, and $C=A B$, then $C$ is the $m \times n$ matrix whose entries satisfy

$$
c_{i j}=\sum_{k=1}^{r} a_{i k} b_{k j}
$$

that is, the $j$ th element in row $i$ of $C$ is the sum of the products of corresponding elements of row $i$ of $A$ and column $j$ of $B$.

This definition of multiplication, while odd, satisfies certain useful properties: in particular, relating matrix equations to systems of linear equations.

Example 3.77. If $A$ is the matrix of the previous example and

$$
B=\left(\begin{array}{rrr}
1 & 5 & -1 \\
& 1 & \\
& -5 & 1
\end{array}\right) \text {, }
$$

then

$$
\begin{aligned}
A B & =\left(\begin{array}{cll}
1 \cdot 1+0 \cdot 0+1 \cdot 0 & 1 \cdot 5+0 \cdot 1+1 \cdot-5 & 1 \cdot-1+0 \cdot 0+1 \cdot 1 \\
0 \cdot 1+1 \cdot 0+0 \cdot 0 & 0 \cdot 5+1 \cdot 1+0 \cdot-5 & 0 \cdot-1+1 \cdot 0+0 \cdot 1 \\
0 \cdot 1+5 \cdot 0+1 \cdot 0 & 0 \cdot 5+5 \cdot 1+1 \cdot-5 & 0 \cdot-1+5 \cdot 0+1 \cdot 1
\end{array}\right) \\
& =\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & 1
\end{array}\right) .
\end{aligned}
$$

On the other hand, if $\mathbf{x}=\left(\begin{array}{ll}x & y z\end{array}\right)^{T}$ and $\mathbf{b}=\left(\begin{array}{lll}0 & 0 & 2\end{array}\right)^{T}$, the matrix equation

$$
A \mathbf{x}=\mathbf{b}
$$

simplifies to

$$
\left(\begin{array}{ccc}
x & & z \\
& y & \\
& 5 y & z
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
2
\end{array}\right)
$$

which corresponds to the system of equations

$$
\left\{\begin{array}{c}
x \quad+z=0 \\
y \quad=0 \\
5 y+z=2
\end{array} .\right.
$$

## Question 3.78.

Recall the definition of zero divisors from Definition 2.31. Show that matrix multiplication has zero divisors by finding two square matrices $A$ and $B$ such that $A \neq \mathbf{0}$ and $B \neq \mathbf{0}$, but $A B=\mathbf{0}$. You can start with $2 \times 2$ matrices, but try to make it a general formula, and describe how one could build such matrix zero divisors regardless of their size. Hint: Don't overthink this; there is a very, very simple answer.

## Question 3.79.

In this problem, pay careful attention to which symbols are thickened, as they represent matrices.

Let $i$ denote the imaginary number, so that $i^{2}=-1$, and let $Q_{8}$ be the set of quaternions, defined by the matrices $\{ \pm \mathbf{1}, \pm \mathbf{i}, \pm \mathbf{j}, \pm \mathbf{k}\}$ where

$$
\begin{aligned}
& \mathbf{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \mathbf{i}=\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \\
& \mathbf{j}=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \mathbf{k}=\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) .
\end{aligned}
$$

(a) Show that $\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{- 1}$.
(b) Show that $\mathbf{i j}=\mathbf{k}, \mathbf{j} \mathbf{k}=\mathbf{i}$, and $\mathbf{i} \mathbf{k}=-\mathbf{j}$.
(c) Show that $\mathbf{i j}=-\mathbf{j i}, \mathbf{i} \mathbf{k}=-\mathbf{k i}$, and $\mathbf{j} \mathbf{k}=-\mathbf{k} \mathbf{j}$.
(d) Use these properties to construct the Cayley table of $Q_{8}$. Hint: If you use the properties carefully, along with what you know of linear algebra, you can fill in the remaining spaces without performing a single matrix multiplication.
(e) Show that $Q_{8}$ is a group under matrix multiplication.
(f) Explain why $Q_{8}$ is not an abelian group.

## Question 3.80.

The following exercises refer to elements of the quaternions (Question 3.79).
(a) Determine the elements of $\langle-\mathbf{1}\rangle$ and $\langle\mathbf{j}\rangle$ in $Q_{8}$.
(b) Verify that $H=\{\mathbf{1},-\mathbf{1}, \mathbf{i},-\mathbf{i}\}$ is a cyclic group. Which elements actually generate $H$ ?
(c) Show that $Q_{8}$ is not cyclic.

## Question 3.81.

In each of the following, compute the order of the element $a \in Q_{8}$.
(a) $a=\mathbf{i}$
(b) $a=-1$
(c) $a=1$

## Question 3.82.

We sometimes allow matrices which proceed indefinitely in two directions. Here are two such matrices which are mostly zero, though we highlight the zeros on the main diagonal:

$$
D=\left(\begin{array}{cccccc}
0 & 1 & & & & \\
& 0 & 2 & & & \\
& & 0 & 3 & & \\
& & & 0 & 4 & \\
& & & & \ddots & \ddots
\end{array}\right) \quad S=\left(\begin{array}{cccccc}
0 & & & & & \\
\frac{1}{2} & 0 & & & & \\
& \frac{1}{3} & 0 & & & \\
& & \frac{1}{4} & 0 & & \\
& & & \frac{1}{5} & 0 & \\
& & & & \ddots & \ddots
\end{array}\right) .
$$

Let $R$ be a ring. A polynomial in $R[x]$ corresponds to a coefficient vector via the map

$$
r_{n} x^{n}+\cdots r_{1} x+r_{0} \mapsto\left(\begin{array}{c}
r_{0} \\
r_{1} \\
\vdots \\
r_{n} \\
0 \\
0 \\
\vdots
\end{array}\right) .
$$

Choose several random polynomials $p$, write their coefficient vectors $\mathbf{p}$, then compute $D \mathbf{p}$ and $S p$ for each. What are the results? How would you characterize the effect of multiplying $D$ and $S$ to a "polynomial vector"?

Definition 3.83. The kernel of a matrix $M$ is the set of vectors $\mathbf{v}$ such that $M \mathbf{v}=\mathbf{0}$. In other words, the kernel is the set of vectors whose product with $M$ is the zero matrix.

Notation 3.84. We write $\operatorname{ker} M$ for the kernel of $M$.
Example 3.85. Let $R=\mathbb{Z}$, and

$$
M=\left(\begin{array}{lll}
1 & 0 & 5 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Let

$$
\mathbf{x}=\left(\begin{array}{l}
1 \\
2 \\
1
\end{array}\right) \quad \text { and } \quad \mathbf{y}=\left(\begin{array}{r}
-5 \\
0 \\
1
\end{array}\right)
$$

Since

$$
M \mathbf{x}=\left(\begin{array}{l}
6 \\
2 \\
0
\end{array}\right) \quad \text { and } \quad M \mathbf{y}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)=\mathbf{0}
$$

we see that $\mathbf{x}$ is not in the kernel of $M$, but $\mathbf{y}$ is. In fact, it can be shown (you will do so in a moment) that

$$
\operatorname{ker} M=\left\{v \in R^{3}: v=\left(\begin{array}{r}
-5 c \\
0 \\
c
\end{array}\right) \exists c \in \mathbb{F}\right\}
$$

The kernel has important and fascinating properties, which we explore later on.
Question 3.86.
Let $R=\mathbb{Z}$, and

$$
M=\left(\begin{array}{ccc}
1 & & 1 \\
& 1 & \\
& 5 & -1
\end{array}\right) \quad \text { and } \quad N=\left(\begin{array}{ccc}
1 & 0 & 5 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Show that

$$
\operatorname{ker} M=\{\mathbf{0}\}
$$

and

$$
\operatorname{ker} N=\left\{v \in R^{3}: v=\left(\begin{array}{r}
-5 c \\
0 \\
c
\end{array}\right) \exists c \in R\right\} .
$$

## Question 3.87.

What are the kernels of the matrices $D$ and $I$ of Question 3.82? Hint: In that problem, we asked you to "characterize the effect" of $D$ and $S$ on a "polynomial vector." If you know the effect, you can use that to make an educated guess at what appears in the kernel, then prove it.

## Properties of matrix arithmetic

We now explore some properties of arithmetic of square matrices, so as to find a structure that describes them.

Fact 3.88. For a fixed dimension of square matrices, matrix addition and multiplication are closed.
Why? The hypothesis is that we have a fixed dimension of square matrices, say $n \times n$. From the definition of the operations, you see immediately that both addition and multiplication of matrices result in an $n \times n$ matrix. Thus, any $A, B \in R^{m \times n}$ satisfy $A+B \in R^{m \times n}$ and $A B \in R^{m \times n}$.

Recall $A$ and $B$ from Examples 3.73 and 3.77. If we write $I_{3}$ for a $3 \times 3$ matrix of three 1 's on the diagonal (and zeroes elsewhere), something interesting happens:

$$
A I_{3}=I_{3} A=A \quad \text { and } B I_{3}=I_{3} B=B .
$$

The pattern of this matrix ensures that the property remains true for any matrix, as long as you're working in the correct dimension. That is, $I_{3}$ is an "identity" matrix. In particular, it's the identity of multiplication. Is there a second identity matrix?

Don't confuse "the identity matrix" with a matrix filled with zeros; that is the identity matrix for addition. Can there be another second matrix for multiplication? In fact, there cannot. You will see why in a moment.
Notation 3.89.

- We write $\mathbf{0}$ (that's a bold zero) for any matrix whose entries are all zero.
- We write $I_{n}$ for the $n \times n$ matrix satisfying

$$
\begin{aligned}
& -a_{i i}=1 \text { for any } i=1,2, \ldots, n ; \text { and } \\
& -a_{i j}=0 \text { for any } i \neq j .
\end{aligned}
$$

Theorem 3.90. The zero matrix $\mathbf{0}$ is an identity for matrix addition. The matrix $I_{n}$ is an identity for multiplication of $n \times n$ matrices.

When reading theorems, you sometimes have to read between the lines. Here, you have to infer that $n \in \mathbb{N}^{+}$and $\mathbf{0}$ is a matrix whose dimension is appropriate to the other matrix. We should not take it to mean an $m \times 4$ matrix with zero entries is an identity for matrices of dimension $m \times 2$, as the addition would be undefined. Similarly, you have to infer that $I_{n}$ is an identity for square matrices of dimension $n$; it wouldn't make sense to multiply $I_{n}$ to a $3 \times 5$ matrix.

Question 3.91.
Can you find a multiplicative identity for $3 \times 5$ matrices? If so, what it is? If not, why not?

Proof of Theorem 3.90. Let $A$ be a square matrix of dimension $m \times n$. By definition, the $j$ th element in row $i$ of $A+\mathbf{0}$ is $a_{i j}+0=a_{i j}$. This is true regardless of the values of $i$ and $j$, so if we choose $\mathbf{0}$ to be an $m \times n$ matrix with zero entries, $A+\mathbf{0}=A$. A similar argument shows $\mathbf{0}+A=A$. Since $A$ is arbitrary, $\mathbf{0}$ really is an additive identity.

As for $I_{n}$, we point out that the jth element of row $i$ of $A I_{n}$ is (by definition of multiplication)

Simplifying this gives us $a_{i j}$. This is true regardless of the values of $i$ and $j$, so $A I_{n}=A$. A similar argument shows that $I_{n} A=A$. Since $A$ is arbitrary, $I_{n}$ really is a multiplicative identity.

Given a matrix $A$, an additive inverse of $A$ is any matrix $B$ such that $A+B=\mathbf{0}$. $A$ multiplicative inverse of $A$ is any matrix $B$ such that $A B=I_{n}$. Additive inverses always exist, and it is easy to construct them. Multiplicative inverses do not exist for some matrices, even when the matrix is square. Because of this we call a matrix invertible if it has a multiplicative matrix, and if we merely speak of the "inverse" of a matrix, we mean its multiplicative inverse.

Notation 3.92. We write the additive inverse of a matrix $A$ and $-A$, and the multiplicative inverse of $A$ as $A^{-1}$.

Example 3.93. The matrices $A$ and $B$ of the previous example are inverses; that is, $A=B^{-1}$ and $B=A^{-1}$. The non-zero matrix

$$
\left(\begin{array}{ll}
1 & 0 \\
2 & 0
\end{array}\right)
$$

is not invertible, because any matrix satisfying

$$
\left(\begin{array}{ll}
1 & 0 \\
2 & 0
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=I_{2}
$$

must satisfy the system of equations

$$
\left\{\begin{array}{rl}
a & =1 \\
b & =0 \\
2 a & =0 \\
2 b & =1
\end{array},\right.
$$

an impossible task.
Question 3.94.
A matrix $A$ is orthogonal if its transpose is also its inverse. Let $n \in \mathbb{N}^{+}$and $O(n)$ be the set of all orthogonal $n \times n$ matrices.
(a) Show that this matrix is orthogonal, regardless of the value of $\alpha$ :

$$
\left(\begin{array}{rr}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{array}\right)
$$

(b) Find some other orthogonal matrices. (Their entries can consist of numbers alone.) Compute their determinant. Do you notice a pattern? See if you can prove it.

Hint: The easiest way to show this requires some properties of determinants. Since you may not remember them, or may not even have seen them (it could depend on the class, on the teacher, on which universe you existed in the day they were presented...) here are the ones you need: for any matrix that has an inverse, $\operatorname{det} A=\operatorname{det} A^{T}, \operatorname{det}(A B)=$ $(\operatorname{det} A)(\operatorname{det} B)$, and $\operatorname{det} I_{n}=1$ for every $n \in \mathbb{N}^{+}$.

We want one more property.
Theorem 3.95. Matrix multiplication is associative. That is, if $A, B$, and $C$ are matrices, then $A(B C)=$ (AB) C.

Proof. Let $A$ be an $m \times r$ matrix, $B$ an $r \times s$ matrix, and $C$ an $s \times n$ matrix. By definition, the $\ell$ th element in row $i$ of $A B$ is

$$
(A B)_{i \ell}=\sum_{k=1}^{r} a_{i k} b_{k \ell}
$$

Likewise, the $j$ th element in row $i$ of $(A B) C$ is

$$
((A B) C)_{i j}=\sum_{\ell=1}^{s}(A B)_{i \ell} c_{\ell j}=\sum_{\ell=1}^{s}\left[\left(\sum_{k=1}^{r} a_{i k} b_{k \ell}\right) c_{\ell j}\right] .
$$

Notice that $c_{\ell j}$ is multiplied to a sum; we can distribute it and obtain

$$
\begin{equation*}
((A B) C)_{i j}=\sum_{\ell=1}^{s} \sum_{k=1}^{r}\left(a_{i k} b_{k \ell}\right) c_{\ell j} \tag{3.1}
\end{equation*}
$$

We turn to the other side of the equation. By definition, the $j$ th element in row $k$ of $B C$ is

$$
(B C)_{k j}=\sum_{\ell=1}^{s} b_{k \ell} C_{\ell j} .
$$

Likewise, the $j$ th element in row $i$ of $A(B C)$ is

$$
(A(B C))_{i j}=\sum_{k=1}^{r}\left(a_{i k} \sum_{\ell=1}^{s} b_{k \ell} c_{\ell j}\right)
$$

This time, $a_{i k}$ is multiplied to a sum; we can distribute it and obtain

$$
(A(B C))_{i j}=\sum_{k=1}^{r} \sum_{\ell=1}^{s} a_{i k}\left(b_{k \ell} c_{\ell j}\right) .
$$

By the associative property of the entries,

$$
\begin{equation*}
(A(B C))_{i j}=\sum_{k=1}^{r} \sum_{\ell=1}^{s}\left(a_{i k} b_{k \ell}\right) c_{\ell j} . \tag{3.2}
\end{equation*}
$$

The only difference between equations (3.1) and (3.2) is in the order of the summations: whether we add up the $k$ 's first or the $\ell$ 's first. That is, the sums have the same terms, but those terms appear in different orders! We assumed the entries of the matrices were commutative under addition, so the order of the terms does not matter; we have

$$
((A B) C)_{i j}=(A(B C))_{i j} .
$$

We chose arbitrary $i$ and $j$, so this is true for all entries of the matrices. The matrices are equal, which means $(A B) C=A(B C)$.

We now have enough information to classify two useful and important structures of square matrices. First, suppose the entries come from a general ring.

Theorem 3.96. For any commutative ring $R$, the set $R^{n \times n}$ of $n \times n$ matrices over $R$ is a noncommutative ring.

Proof. We have shown that matrix addition satisfies most of the properties of an abelian group; the only one we have not shown is the commutative property of addition, which is easy to show.

Question 3.97.
Why is matrix addition commutative?

Proof of Theorem 3.96 (continued). We have also shown that matrix multiplication satisfies the properties of a monoid; see Fact 3.88 and Theorems 3.90 and 3.95 . So we need merely show that matrix multiplication distributes over addition. Let $n \in \mathbb{N}^{+}$and $A, B, C \in R^{n \times n}$.

$$
\begin{aligned}
{[A(B+C)]_{i j} } & =\sum_{k=1}^{n}\left[a_{i k}\left(b_{k j}+c_{k j}\right)\right] \\
& =\sum_{k=1}^{n}\left(a_{i k} b_{k j}+a_{i k} c_{k j}\right) \\
& =\sum_{k=1}^{n} a_{i k} b_{k j}+\sum_{k=1}^{n} a_{i k} c_{k j} \\
& =(A B)_{i j}+(A C)_{i j} .
\end{aligned}
$$

This shows the elements in row $i$ and column $j$ are equal whenever we fix $i$ and $j$ between 1 and $n$. All the entries of $A(B+C)$ and $A B+A C$ are equal, so $A(B+C)=A B+A C$; the distributive property holds.

Usually the multiplication does not commute.

Question 3.98.
Look back at Question 3.79. Find two quaternion matrices $A$ and $B$ such that $A B \neq B A$.

## Question 3.99.

Suppose $n>1$ and $R^{n \times n}$ is the set of all $n \times n$ matrices whose entries are elements of $R$. Find matrices $A$ and $B$ such that $A B \neq B A$.

Hint: Since the ring $R$ is arbitrary, it has to work even when $R=\mathbb{Z}_{2}$, which limits your options in a way that is surprisingly useful. So, try finding two $2 \times 2$ matrices $A$ and $B$ whose entries are elements of $\mathbb{Z}_{2}$, and $A B \neq B A$. Once you find them, generalize your answer to any dimension $n \geqslant 2$.

So if the entries of our matrices merely come from a ring, the set of square matrices forms another ring, though most sets of matrices form a noncommutative ring. Nice!

Suppose we go further, using a field for our base ring. Except for the additive identity, multiplication in a field satisfies the inverse property. Will this be true of the matrices over that field? We've already seen this isn't true: Question 3.78 shows that zero divisor matrices exist over every ground ring $R$, which includes fields, and Question 2.34 tells us that fields cannot have zero divisors. So most rings of matrices will not be fields.

Can we build a field using invertible matrices? We need closure of multiplication.
Fact 3.100. The product of two invertible matrices is also invertible.
Question 3.101.
Why is Fact 3.100 true? In other words, if $A$ and $B$ are invertible matrices, why is $A B$ invertible? Hint: Try to construct an inverse using the inverses of $A$ and $B$.

We already know that matrix multiplication has an identity, which is invertible, and is associative. That's all we need; the set of invertible matrices forms a group!

Definition 3.102. Let $\mathbb{F}$ be a field. We call the set of invertible $n \times n$ matrices with elements in $\mathbb{F}$ the general linear group over $\mathbb{F}$ of dimension $n$, abbreviated $\mathrm{GL}_{n}(\mathbb{F})$. The operation is multiplication. Ordinarily we work with $\mathbb{F}=\mathbb{R}$ and fixed degree $n$, so when the meaning is clear and we're feeling somewhat lazy (which we usually are), we will refer simply to the general linear group.

Unfortunately, the set of invertible matrices still won't form a field, for several reasons.
Question 3.103.
Find at least three properties of a field that $\mathrm{GL}_{n}(\mathbb{F})$ does not satisfy.

## Question 3.104.

Recall from Question 3.94 the orthogonal matrices $O(n)$.
(a) Show that if $A$ and $B$ are orthogonal matrices, then $A B$ is also orthogonal.

Hint: You will need the additional matrix properties $(A B)^{T}=B^{T} A^{T}$.
(b) Show that $O(n)$ is a group under matrix multiplication.

We now return to the question we first posed above: why can't there be a different identity, either for addition or multiplication?
Fact 3.105. The identity of a monoid is unique.
Notice the claim: we don't say merely that the identity matrix is unique, whether that be the identity of addition or multiplication. We say that the identity of any monoid is unique. This covers matrices, whether under addition or multiplication, and every other monoid possible. We don't need even the full monoid structure! Pay attention to the explanation, and see if you can identify which properties aren't required.

Why? Let $M$ be a monoid, and $\Omega \in M$ an identity. Suppose that $e \in M$ is also an identity; perhaps $\{=e$, but perhaps $я \neq e$; we are not sure. (Merely having a different name does not imply a different substance.) By the fact that $я$ is an identity, we know that $\boldsymbol{\varepsilon} e=e$. On the other hand, the fact that $e$ is an identity tells us that $я e=я$. By substitution, $я=e$. Since our choice of identities was arbitrary, and they turned out equal, it must be that the identity of a monoid is unique.

## Question 3.106.

Which property (-ies) of a monoid did we not use in the explanation above?

## Question 3.107.

Suppose $G$ is a group, and $x \in G$. We know that $x$ has an inverse; call it $y \in z$. Can $x$ have another inverse, $z \in G$ ? Hint: As in the explanation for Fact 3.105, it helps to show that $y=z$, but the trick is a little different.

## Question 3.108.

Use a fact from linear algebra to explain why $\mathrm{GL}_{m}(\mathbb{R})$ is not cyclic.

Example 3.109. Let

$$
G=\left\{\begin{array}{cc}
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), & \left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right), \\
\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), & \left(\begin{array}{rr}
-1 & 0 \\
0 & -1
\end{array}\right)
\end{array}\right\} \subsetneq \mathrm{GL}_{m}(\mathbb{R}) .
$$

It turns out that $G$ is a group; both the second and third matrices generate it. For example,

$$
\begin{aligned}
& \left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{2}=\left(\begin{array}{rr}
-1 & 0 \\
0 & -1
\end{array}\right) \\
& \left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{3}=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) \\
& \left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{4}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
\end{aligned}
$$

## Question 3.110.

For the matrices in Example 3.109, let

$$
A=\left(\begin{array}{rr}
-1 & 0 \\
0 & -1
\end{array}\right)
$$

Express $A$ as a power of the other non-identity matrices of the group.

Example 3.111. Recall Example 3.109; we can write

$$
\begin{gathered}
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{0}=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{4} \\
=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{8}=\cdots .
\end{gathered}
$$

Since multiples of 4 give the identity, let's take any power of the matrix, and divide it by 4 . The Division Theorem allows us to write any power of the matrix as $4 q+r$, where $0 \leqslant r<4$. Since there are only four possible remainders, and multiples of 4 give the identity, positive powers of this matrix can generate only four possible matrices:

$$
\begin{aligned}
& \left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{4 q}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \\
& \left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{4 q+1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right), \\
& \left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{4 q+2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{rr}
-1 & 0 \\
0 & -1
\end{array}\right)=\left(\begin{array}{rr}
-1 & 0 \\
0 & -1
\end{array}\right), \\
& \left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)^{4 q+3}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) .
\end{aligned}
$$

We can do the same with negative powers; the Division Theorem still gives us only four possible remainders. Let's write

$$
g=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)
$$

Thus

$$
\langle g\rangle=\left\{I_{2}, g, g^{2}, g^{3}\right\} .
$$

### 3.6 Symmetry in polygons

What is it indeed that gives us the feeling of elegance in a solution, in a demonstration? It is the harmony of the diverse parts, their symmetry, their happy balance; in a word it is all that introduces order, all that gives unity, that permits us to see clearly and to comprehend at once both the ensemble and the details.

- Henri Poincaré


Figure 3.3: Rotation and reflection of the triangle

A geometric phenomenon with mathematical structure is called "the symmetries of a regular polygon." This mouthful of words requires some explanation. For the sake of simplicity, we stick with a triangle, but the basic ideas here work with any number of sides, and we touch on this briefly at the end of the section.

In general, the set of symmetries of a regular polygon with $n$ sides is called $D_{n}$, so we will be looking at $D_{3}$, but you should pause from time to time and think of $D_{4}$ or $D_{5}$, because you're going to face them sooner or later, too.

## Intuitive development of $D_{3}$

To describe $D_{3}$, start with an equilateral triangle in $\mathbb{R}^{2}$, with its center at the origin. A "symmetry" is a transformation of the plane that leaves the triangle in the same location, even if its points are in different locations. For instance, if you rotate the triangle $120^{\circ}$ over its center, the triangle ends up in the same location, even thought all the points have moved; this is not true if you rotate by $30^{\circ}$ or $60^{\circ}$. Likewise, if you reflect the triangle about the $y$-axis, the triangle ends up in the same location, even though most of the points have moved. We'll call that rotation $\rho$, and that reflection $\varphi$. See Figure 3.6.
"Transformations" include actions like rotation, reflection (flip), and translation (shift). Translating the plane in some direction certainly won't leave the triangle intact, but rotation and reflection can.

It is helpful to observe two important properties.
Theorem 3•112. If $\varphi$ and $\rho$ are as specified, then $\varphi \rho=\rho^{2} \varphi$.
For now, we consider intuitive proofs only. Detailed proofs appear later in the section. It'll help if you sketch the arguments.

Intuitive proof. The expression $\varphi \rho$ means to apply $\rho$ first, then $\varphi$; after all, these are functions, so $(\varphi \rho)(x)=\varphi(\rho(x))$. Rotating $120^{\circ}$ moves vertex 1 to vertex 2 , vertex 2 to vertex 3 , and vertex 3 to vertex 1. Flipping through the $y$-axis leaves the top vertex in place; since we performed the rotation first, the top vertex is now vertex 3 , so vertices 1 and 2 are the ones swapped. Thus, vertex 1 has moved to vertex 3 , vertex 3 has moved to vertex 1 , and vertex 2 is in its original location.

On the other hand, $\rho^{2} \varphi$ means to apply $\varphi$ first, then apply $\rho$ twice. Again, it will help to sketch what follows. Flipping through the $y$-axis swaps vertices 2 and 3 , leaving vertex 1 in the same place. Rotating twice then moves vertex 1 to the lower right position, vertex 3 to the top position, and vertex 2 to the lower left position. This is the same arrangement of the vertices as we had for $\varphi \rho$, which means that $\varphi \rho=\rho^{2} \varphi$.

You might notice a gap in the reasoning: we showed that each vertex of the triangle moved to a position that previously held a vertex, but said nothing of the points in between. That requires a little more work, which is why we provide detailed proofs later.

By the way, did you notice what Theorem 3.112 did not claim?
Question 3.113.
Show that $D_{3}$ is non-commutative: $\varphi \rho \neq \rho \varphi$.

Another "obvious" symmetry of the triangle is the transformation where you do nothing or, if you prefer, where you effectively move every point back to itself, as in a $360^{\circ}$ rotation. We'll call this symmetry $l$. It gives us the last property we need to specify the group, $D_{3}$.

Question 3.114.
Compute the cyclic group generated by $a$ in $D_{3}$.
(a) $a=\varphi$
(b) $a=\rho^{2}$
(c) $a=\rho \varphi$

Theorem 3•115. In $D_{3}, \rho^{3}=\varphi^{2}=l$.
Intuitive proof. Rotating $120^{\circ}$ three times is the same as rotating $360^{\circ}$, which leaves points in the same position as if they had not rotated at all. Likewise, $\varphi$ moves any point $(x, y)$ to $(x,-y)$, and applying $\varphi$ again moves $(x,-y)$ back to $(x, y)$, which is the same as not flipping at all.

We are now ready to specify $D_{3}$.
Theorem 3•116. The set of symmetries of a regular triangle, $D_{3}=\left\{l, \varphi, \rho, \rho^{2}, \rho \varphi, \rho^{2} \varphi\right\}$, is a group under composition of functions.

We can prove most of these by mere inspection of the Cayley table, will you will compute in Question 3.117. However, we can also give geometric reasoning. As long as that isn't too complicated, we add a geometric argument, as well.

Proof. We prove this by showing that all the properties of a group are satisfied. We only start the proof, leaving it you to finish in Question 3.117.

Closure: In Question 3.117, you will compute the Cayley table of $D_{3}$. There, you will see that every composition is also an element of $D_{3}$.

Associative: In Section ??, we show that composition of functions is associative. Symmetries are functions that map any point in $\mathbb{R}^{2}$ to another point in $\mathbb{R}^{2}$, with no ambiguity about where the point goes. Proving the associative property once for an arbitrary function over an arbitrary set takes care of particular functions $\left(D_{3}\right)$ over a particular set $\left(\mathbb{R}^{2}\right)$.

Identity: In Question 3.117, you will compute the Cayley table of $D_{3}$. There, you will find that $\imath \sigma=\sigma l=\sigma$ for every $\sigma \in D_{3}$.
(Alternately, let $\sigma \in D_{3}$ be any symmetry. Apply $\sigma$ to the triangle. Then apply $\imath$. Since $\tau$ leaves everything in place, all the points are in the same place they were after we applied $\sigma$. In other words, $l \sigma=\sigma$. The proof that $\sigma l=\sigma$ is similar.)

Inverse: In Question 3.117, you will compute the Cayley table of $D_{3}$. There, you will find that for every $\sigma \in D_{3}$, the row labeled $\sigma$ contains $\imath$ in exactly one column. The element at the top of that row is $\sigma^{-1}$ by definition.
(Alternately, it is clear that rotation and reflection are one-to-one-functions; after all, if a point $P$ is mapped to a point $R$ by either, it doesn't make sense that another point $Q$ would also be mapped to $R$. Since one-to-one functions have inverses, every element $\sigma$ of $D_{3}$ must have an inverse function $\sigma^{-1}$, which undoes whatever $\sigma$ did. But is $\sigma^{-1} \in D_{3}$ - that is, is $\sigma^{-1}$ a symmetry? Since $\sigma$ maps every point of the triangle onto the triangle, $\sigma^{-1}$ will undo that map: every point of the triangle will be mapped back onto another point of the triangle, as well. So, yes, $\sigma^{-1} \in D_{3}$.)

Question 3.117.
The multiplication table for $D_{3}$ has at least this structure:

|  | $l$ | $\varphi$ | $\rho$ | $\rho^{2}$ | $\rho \varphi$ | $\rho^{2} \varphi$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l$ | $l$ | $\varphi$ | $\rho$ | $\rho^{2}$ | $\rho \varphi$ | $\rho^{2} \varphi$ |
| $\varphi$ | $\varphi$ |  | $\rho^{2} \varphi$ |  |  |  |
| $\rho$ | $\rho$ | $\rho \varphi$ |  |  |  |  |
| $\rho^{2}$ | $\rho^{2}$ |  |  |  |  |  |
| $\rho \varphi$ | $\rho \varphi$ |  |  |  |  |  |
| $\rho^{2} \varphi$ | $\rho^{2} \varphi$ |  |  |  |  |  |

Complete the multiplication table, writing every element in the form $\rho^{m} \varphi^{n}$, never with $\varphi$ before $\rho$. Do not use matrix multiplication; instead, use Theorems 3.112 and 3•115.

## Question 3.118.

Find a geometric figure (not a polygon) that is preserved by at least one rotation, at least one reflection, and at least one translation. Keep in mind that, when we say "preserved", we mean that the points of the figure end up on the figure itself - just as a $120^{\circ}$ rotation leaves the triangle on itself.

## Detailed proof that $D_{3}$ contains all symmetries of the triangle

To prove that $D_{3}$ contains all symmetries of the triangle, we need to make some notions more precise. First, what is a symmetry? A symmetry of any polygon is a distance-preserving
function on $\mathbb{R}^{2}$ that maps points of the polygon back onto itself. Notice the careful wording: the points of the polygon can change places, but since they have to be mapped back onto the polygon, the polygon itself has to remain in the same place.

Let's look at the specifics for our triangle. What functions are symmetries of the triangle? To answer this question, we divide it into two parts.

1. What are the distance-preserving functions that map $\mathbb{R}^{2}$ to itself, and leave the origin undisturbed? Here, distance is measured by the usual metric,

$$
d=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}}
$$

(You might wonder why we don't want the origin to move. Basically, if a function $\alpha$ preserves both distances between points and a figure centered at the origin, then the origin cannot move, since its distance to points on the figure would change.)
2. Not all of the functions identified by question (1) map points on the triangle back onto the triangle; for example, a $45^{\circ}$ degree rotation does not. Which ones do?

Lemma 3.119 answers the first question.
Lemma 3.119. Let $\alpha: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$. If

- $\alpha$ does not move the origin; that is, $\alpha(0,0)=(0,0)$, and
- the distance between $\alpha(P)$ and $\alpha(R)$ is the same as the distance between $P$ and $R$ for every $P, R \in$ $\mathbb{R}^{2}$,
then $\alpha$ has one of the following two forms:

$$
\begin{aligned}
& \rho=\left(\begin{array}{rr}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right) \quad \exists t \in \mathbb{R} \\
& \text { or } \\
& \varphi=\left(\begin{array}{rr}
\cos t & \sin t \\
\sin t & -\cos t
\end{array}\right) \quad \exists t \in \mathbb{R} .
\end{aligned}
$$

The two values of t may be different.
Proof. Assume that $\alpha(0,0)=(0,0)$ and for every $P, R \in \mathbb{R}^{2}$ the distance between $\alpha(P)$ and $\alpha(R)$ is the same as the distance between $P$ and $R$. We can determine $\alpha$ precisely merely from how it moves two points in the plane! We'll choose two "easy" points to manipulate.

Consider $P=(1,0)$ as the first point. Let $Q=\alpha(P)$; that is, $Q$ is P's destination when $\alpha$ moves it. Write $Q=\left(q_{1}, q_{2}\right)$. The distance between $P$ and the origin is 1 . By hypothesis $\alpha$, does not move the origin, so the distance between $Q$ and the origin will also be 1 . In other words,

$$
1=\sqrt{q_{1}^{2}+q_{2}^{2}}
$$

or

$$
q_{1}^{2}+q_{2}^{2}=1 .
$$

The only values for $Q$ that satisfy this equation are those points that lie on the circle whose center is the origin. We can describe any point on this circle as

$$
(\cos t, \sin t)
$$

where $t \in[0,2 \pi)$ represents an angle. Hence, $\alpha(P)=(\cos t, \sin t)$.
Consider $R=(0,1)$ as the second point. Let $S=\alpha(R)$; that is, $S$ is $R$ 's destination when $\alpha$ moves it. Write $S=\left(s_{1}, s_{2}\right)$. An argument similar to the one above shows that $S$ also lies on the circle whose center is the origin. Moreover, the distance between $P$ and $R$ is $\sqrt{2}$, so the distance between $Q$ and $S$ is also $\sqrt{2}$. That is,

$$
\sqrt{\left(\cos t-s_{1}\right)^{2}+\left(\sin t-s_{2}\right)^{2}}=\sqrt{2}
$$

or

$$
\begin{equation*}
\left(\cos t-s_{1}\right)^{2}+\left(\sin t-s_{2}\right)^{2}=2 \tag{3.3}
\end{equation*}
$$

Recall that $\cos ^{2} t+\sin ^{2} t=1$. That means we can rewrite (3.3) as

$$
\begin{equation*}
-2\left(s_{1} \cos t+s_{2} \sin t\right)+\left(s_{1}^{2}+s_{2}^{2}\right)=1 . \tag{3.4}
\end{equation*}
$$

To solve this, recall that the distance from $S$ to the origin must be the same as the distance from $R$ to the origin, which is 1 . Hence

$$
\begin{aligned}
\sqrt{s_{1}^{2}+s_{2}^{2}} & =1 \\
s_{1}^{2}+s_{2}^{2} & =1 .
\end{aligned}
$$

Substituting this into (3.4), we find that

$$
\begin{align*}
-2\left(s_{1} \cos t+s_{2} \sin t\right)+s_{1}^{2}+s_{2}^{2} & =1 \\
-2\left(s_{1} \cos t+s_{2} \sin t\right)+1 & =1 \\
-2\left(s_{1} \cos t+s_{2} \sin t\right) & =0 \\
s_{1} \cos t & =-s_{2} \sin t . \tag{3.5}
\end{align*}
$$

You can guess two solutions to this equation: $S=(\sin t,-\cos t)$ and $S=(-\sin t, \cos t)$ is another. Are there more?

Recall that $s_{1}^{2}+s_{2}^{2}=1$, so $s_{2}= \pm \sqrt{1-s_{1}^{2}}$. Likewise $\sin t= \pm \sqrt{1-\cos ^{2} t}$. Substituting into equation (3.5) and squaring (so as to remove the radicals), we find that

$$
\begin{aligned}
s_{1} \cos t & =-\sqrt{1-s_{1}^{2}} \cdot \sqrt{1-\cos ^{2} t} \\
s_{1}^{2} \cos ^{2} t & =\left(1-s_{1}^{2}\right)\left(1-\cos ^{2} t\right) \\
s_{1}^{2} \cos ^{2} t & =1-\cos ^{2} t-s_{1}^{2}+s_{1}^{2} \cos ^{2} t \\
s_{1}^{2} & =1-\cos ^{2} t \\
s_{1}^{2} & =\sin ^{2} t \\
\therefore s_{1} & = \pm \sin t .
\end{aligned}
$$

Along with equation (3.5), this implies that $s_{2}=\mp \cos t$. We already found theses solutions, so we're done.

It can be shown (see Question 3.123) that $\alpha$ satisfies a property called "linear transformation"; that is, for all $P, Q \in \mathbb{R}^{2}$ and for all $a, b \in \mathbb{R}, \alpha(a P+b Q)=a \alpha(P)+b \alpha(Q)$.. Linear algebra tells us that we can describe any linear transformation over a finite-dimensional vector space as a matrix. If $S=(\sin t,-\cos t)$ then

$$
\alpha=\left(\begin{array}{rr}
\cos t & \sin t \\
\sin t & -\cos t
\end{array}\right) ;
$$

otherwise

$$
\alpha=\left(\begin{array}{rr}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right) .
$$

The lemma names the first of these forms $\varphi$ and the second $\rho$.
How do these matrices affect points in the plane?
Example 3.120. Consider the set of points

$$
\mathcal{S}=\{(0,2),( \pm 2,1),( \pm 1,-2)\} ;
$$

these form the vertices of a (non-regular) pentagon in the plane. Let $t=\pi / 4$; then

$$
\rho=\left(\begin{array}{rr}
\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2} \\
\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2}
\end{array}\right) \quad \text { and } \quad \varphi=\left(\begin{array}{rr}
\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
\frac{\sqrt{2}}{2} & -\frac{\sqrt{2}}{2}
\end{array}\right) .
$$

If we apply $\rho$ to every point in the plane, then the points of $\mathcal{S}$ move to

$$
\begin{aligned}
\rho(\mathcal{S})= & \{\rho(0,2), \rho(-2,1), \rho(2,1), \rho(-1,-2), \rho(1,-2)\} \\
= & \left\{(-\sqrt{2}, \sqrt{2}),\left(-\sqrt{2}-\frac{\sqrt{2}}{2},-\sqrt{2}+\frac{\sqrt{2}}{2}\right),\right. \\
& \left(\sqrt{2}-\frac{\sqrt{2}}{2}, \sqrt{2}+\frac{\sqrt{2}}{2}\right), \\
& \left(-\frac{\sqrt{2}}{2}+\sqrt{2},-\frac{\sqrt{2}}{2}-\sqrt{2}\right), \\
& \left.\left(\frac{\sqrt{2}}{2}+\sqrt{2}, \frac{\sqrt{2}}{2}-\sqrt{2}\right)\right\} \\
\approx\{ & (-1.4,1.4),(-2.1,-0.7),(0.7,2.1), \\
& (0.7,-2.1),(2.1,-0.7)\} .
\end{aligned}
$$

This is a $45^{\circ}(\pi / 4)$ counterclockwise rotation in the plane.
If we apply $\varphi$ to every point in the plane, then the points of $\mathcal{S}$ move to

$$
\begin{aligned}
\varphi(\mathcal{S})= & \{\varphi(0,2), \varphi(-2,1), \varphi(2,1), \varphi(-1,-2), \varphi(1,-2)\} \\
\approx & \{(1.4,-1.4),(-0.7,-2.1),(2.1,0.7), \\
& (-2.1,0.7),(-0.7,2.1)\} .
\end{aligned}
$$

This is shown in Figure 3.120. The line of reflection for $\varphi$ has slope $\left(1-\cos \frac{\pi}{4}\right) / \sin \frac{\pi}{4}$. (You will show this in Question 3.125.)


Figure 3.4: Actions of $\rho$ and $\varphi$ on a pentagon, with $t=\pi / 4$

The second questions asks which of the matrices described by Lemma 3.119 also preserve the triangle.

- The first solution $(\rho)$ corresponds to a rotation of degree $t$ of the plane. To preserve the triangle, we can only have $t=0,2 \pi / 3,4 \pi / 3\left(0^{\circ}, 120^{\circ}, 240^{\circ}\right)$. (See Figure 3.6(a).) Let $t$ correspond to $t=0$, the identity rotation, as that gives us

$$
\imath=\left(\begin{array}{rr}
\cos 0 & -\sin 0 \\
\sin 0 & \cos 0
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),
$$

which is what we would expect for the identity. Let $\rho$ correspond to a counterclockwise rotation of $120^{\circ}$, or

$$
\rho=\left(\begin{array}{cc}
\cos \frac{2 \pi}{3} & -\sin \frac{2 \pi}{3} \\
\sin \frac{2 \pi}{3} & \cos \frac{2 \pi}{3}
\end{array}\right)=\left(\begin{array}{rr}
-\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right) .
$$

A rotation of $240^{\circ}$ is the same as rotating $120^{\circ}$ twice. We can write that as $\rho \circ \rho$ or $\rho^{2}$; matrix multiplication gives us

$$
\begin{aligned}
\rho^{2} & =\left(\begin{array}{rr}
-\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)\left(\begin{array}{rr}
-\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right) \\
& =\left(\begin{array}{rr}
-\frac{1}{2} & \frac{\sqrt{3}}{2} \\
-\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)
\end{aligned}
$$

- The second solution $(\varphi)$ corresponds to a flip along the line whose slope is

$$
m=(1-\cos t) / \sin t
$$

One way to do this would be to flip across the $y$-axis (see Figure $3 \cdot 6(\mathrm{~b})$ ). For this we need the slope to be undefined, so the denominator needs to be zero and the numerator needs to be non-zero. One possibility is $t=\pi$. So

$$
\varphi=\left(\begin{array}{rr}
\cos \pi & \sin \pi \\
\sin \pi & -\cos \pi
\end{array}\right)=\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right) .
$$

There are two other flips, but we can actually ignore them, because they are combinations of $\varphi$ and $\rho$. (Why? See Question 3.122.)

We can now give more detailed proofs of Theorems $3 \cdot 112$ and $3 \cdot 115$. We'll prove the first here, and you'll prove the second in a moment.

Detailed proof of Theorem 3•112. Compare

$$
\varphi \rho=\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{rr}
-\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)=\left(\begin{array}{rr}
\frac{1}{2} & \frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)
$$

and

$$
\begin{aligned}
\rho^{2} \varphi & =\left(\begin{array}{rr}
-\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)\left(\begin{array}{rr}
-\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{rr}
-\frac{1}{2} & \frac{\sqrt{3}}{2} \\
-\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right)\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{rr}
\frac{1}{2} & \frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right) .
\end{aligned}
$$

Question 3.121.
Show explicitly (by matrix multiplication) that $\rho^{3}=\varphi^{2}=\imath$.

Question 3.122.
Two other values of $t$ allow us to define flips for the triangle. Find these values of $t$, and explain why their matrices are equivalent to the matrices $\rho \varphi$ and $\rho^{2} \varphi$.

## Question 3.123.

Show that any function $\alpha$ satisfying the requirements of Theorem 3.119 is a linear transformation; that is, for all $P, Q \in \mathbb{R}^{2}$ and for all $a, b \in \mathbb{R}, \alpha(a P+b Q)=a \alpha(P)+b \alpha(Q)$. Use the following steps.
(a) Prove that $\alpha(P) \cdot \alpha(Q)=P \cdot Q$, where $\cdot$ denotes the usual dot product (or inner product) on $\mathbb{R}^{2}$.
(b) Show that $\alpha(1,0) \cdot \alpha(0,1)=0$.
(c) Show that $\alpha((a, 0)+(0, b))=a \alpha(1,0)+b \alpha(0,1)$.
(d) Show that $\alpha(a P)=a \alpha(P)$.
(e) Show that $\alpha(P+Q)=\alpha(P)+\alpha(Q)$.

## Question 3.124.

Show that the only stationary point in $\mathbb{R}^{2}$ for the general $\rho$ is the origin. That is, if $\rho(P)=P$, then $P=(0,0)$. (By "general", we mean any $\rho$, not just the one in $D_{3}$.)

## Question 3.125.

Fill in each blank of Figure 3.6 with the appropriate justification.

## Question 3.126.

Let

$$
\varphi=\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right), \quad \text { and } \quad \Phi=\left\{\varphi, \varphi^{2}\right\}
$$

(a) Simplify $\varphi^{2}$.
(b) Is $\Phi$ a monoid under multiplication? if so, is it commutative?
(c) Is $\Phi$ a monoid under addition? if so, is it commutative?
(d) Is $\Phi$ a group under addition? if so, is it abelian?
(e) Is $\Phi$ a group under multiplication? if so, is it abelian?
(f) Show that $\Phi$ has the form

$$
\left(\begin{array}{rr}
\cos \alpha & \sin \alpha \\
\sin \alpha & -\cos \alpha
\end{array}\right)
$$

by identifying the value of $\alpha$.
(g) Explain why a matrix $\varphi$ endowed with the form described in part (f) can serve as the "basis" for a set $\left\{\varphi, \varphi^{2}\right\}$ that satisfies or fails the structures you determined in parts (a)-(e). Hint: You should be able to do this using induction and properties of the 'trigonometric functions involved.

## Question 3.127.

Let

$$
\varrho=\left(\begin{array}{rr}
-\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{1}{2}
\end{array}\right), \quad \text { and } \quad P=\left\{\varrho, \varrho^{2}, \varrho^{3}\right\} .
$$

If you've not seen the symbol that looks like a backwards $g$, we call it "rho". How does it differ from $\rho$ ? It's fancier. (There's no other difference.) Likewise, the symbol that looks like a capital $P$ is actually a capital rho.

Claim: The only stationary points of $\varphi$ lie along the line whose slope is $(1-\cos t) / \sin t$, where $t \in[0,2 \pi)$ and $t \neq 0$, $\pi$. If $t=0$, only the $x$-axis is stationary, and for $t=\pi$, only the $y$-axis.
Proof:

1. Let $P \in \mathbb{R}^{2}$. By __, there exist $x, y \in \mathbb{R}$ such that $P=(x, y)$.
2. Assume $\varphi$ leaves $P$ stationary. By $\quad$ __,

$$
\left(\begin{array}{cc}
\cos t & \sin t \\
\sin t & -\cos t
\end{array}\right)\binom{x}{y}=\binom{x}{y} .
$$

3. By linear algebra,

$$
\left(\begin{array}{l}
\square
\end{array}\right)=\binom{x}{y} .
$$

4. By the principle of linear independence, $\qquad$ $=x$ and $\qquad$ $=y$.
5. For each equation, collect $x$ on the left hand side, and $y$ on the right, to obtain

$$
\left\{\begin{array}{l}
x(\square)=-y(\square) \\
x(\square)=y(\square)
\end{array} .\right.
$$

6. If we solve the first equation for $y$, we find that $y=$ $\qquad$ .
(a) This, of course, requires us to assume that $\qquad$ $\neq 0$.
(b) If that was in fact zero, then $t=$ $\qquad$ , (remembering that $t \in[0,2 \pi)$ ).
7. Put these values of $t$ aside. If we solve the second equation for $y$, we find that $y=$ $\qquad$ .
(a) Again, this requires us to assume that $\qquad$ $\neq 0$.
(b) If that was in fact zero, then $t=$ $\qquad$ . We already put this value aside, so ignore it.
8. Let's look at what happens when $t \neq$ $\qquad$ and $\qquad$ .
(a) Multiply numerator and denominator of the right hand side of the first solution by the denominator of the second to obtain $y=$ $\qquad$ -
(b) Multiply right hand side of the second with denominator of the first: $y=$ $\qquad$ .
(c) By ___, $\sin ^{2} t=1-\cos ^{2} t$. Substitution into the second solution gives the first!
(d) That is, points that lie along the line $y=\ldots \quad$ are left stationary by $\varphi$.
9. Now consider the values of $t$ we excluded.
(a) If $t=$ $\qquad$ then the matrix simplifies to $\varphi=$ $\qquad$ .
(b) To satisfy $\varphi(P)=P$, we must have $\qquad$ $=0$, and $\qquad$ free. The points that satisfy this are precisely the $\qquad$ -axis.
(c) If $t=$ $\qquad$ , then the matrix simplifies to $\varphi=$ $\qquad$ -.
(d) To satisfy $\varphi(P)=P$, we must have $\qquad$ $=0$, and $\qquad$ free. The points that satisfy this are precisely the $\qquad$ -axis.
(a) Simplify $\varrho^{2}$ and $\varrho^{3}$.
(b) Is $P$ a monoid under multiplication? if so, is it commutative?
(c) Is $P$ a monoid under addition? if so, is it commutative?
(d) Is $P$ a group under addition? if so, is it abelian?
(e) Is $P$ a group under multiplication? if so, is it abelian?
(f) Show that $P$ has the form

$$
\left(\begin{array}{rr}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{array}\right)
$$

by identifying the value of $\alpha$.
(g) Explain why a matrix $\varrho$ with the form described in part ( f ), and the condition $\alpha=\pi / n$, can serve as the "basis" for a set $\left\{\varrho, \varrho^{2}, \ldots, \varrho^{n}\right\}$ that satisfies or fails the structures you determined in parts (a)-(d). Hint: First show that for any $k \varrho^{k}$ has almost the same form as $\varrho$, but with $a=k \pi / n$. You should be able to do this using induction and properties of the trigonometric functions involved.

## Chapter 4

## Subgroups and Ideals

A subset of a group is not necessarily a group; for example, $\{2,4\} \subsetneq \mathbb{Z}$, but $\{2,4\}$ doesn't satisfy the same group properties as $\mathbb{Z}$ unless we change the operation. On the other hand, if we do change the operation, it doesn't make sense to call $\{2,4\}$ a subgroup of $\mathbb{Z}$, because the group property depends not only on the elements, but on the operation, as well.

Some subsets of groups are groups, and one key to algebra consists in understanding the relationship between subgroups and groups. We start this chapter by describing the properties that guarantee that a subset is a "subgroup" of a group (Section 4•1). In a ring, we are more interested in a special sort of subgroup called an ideal. Ideals are related to roots of polynomial equations (Section 4.2) and generalize a number of ideas you have seen, including the bases of vector spaces (Section 4.3). We conclude by looking at the kinds of ideals generated by elements we call "prime" and "irreducible" (Sections $4 \cdot 4$ and $4 \cdot 5$ ).

## 4•1 Subgroups

Definition 4.1. Let $G$ be a group and $H \subseteq G$ be nonempty. If $H$ is also a group under the same operation as $G$, then $H$ is a subgroup of $G$. We call $H$ a proper subgroup if $\{q\} \subsetneq H \subsetneq G$.

Notation 4.2. If $H$ is a subgroup of $G$, then we write $H<G$.
Question 4.3.
Verify the following statements by checking that the properties of a group are satisfied.
(a) $\mathbb{Z}$ is a subgroup of $\mathbb{Q}$.
(b) Let $4 \mathbb{Z}:=\{4 m: m \in \mathbb{Z}\}=\{\ldots,-4,0,4,8, \ldots\}$. Then $4 \mathbb{Z}$ is a subgroup of $\mathbb{Z}$.
(c) Let $d \in \mathbb{Z}$ and $d \mathbb{Z}:=\{d m: m \in \mathbb{Z}\}$. Then $d \mathbb{Z}$ is a subgroup of $\mathbb{Z}$.
(d) The set of multiples of the quaternion $\mathbf{i}$ is a subgroup of $Q_{8}$.

Checking all four properties of a group is cumbersome. It would be convenient to verify that a set is a subgroup by checking fewer properties. Which properties can we skip when checking whether a subset is a subgroup?

Intuitively, we can skip a property if it is "inheritable." For instance, if the operation is commutative on a set, then it remains commutative any subset; after all, the elements of the subset are elements of the original set.

Lemma 4.4. Let $G$ be a group and $H \subseteq G$. Then $H$ satisfies the associative property of a group. In addition, if $G$ is abelian, then $H$ satisfies the commutative property of an abelian group. So, we only need to check the closure, identity, and inverse properties to ensure that $G$ is a group.

Be careful: Lemma 4.4 neither assumes nor concludes that $H$ is a subgroup. The other three properties may not be satisfied: H may not be closed; it may lack an identity; or some element may lack an inverse. The lemma merely states that any subset automatically satisfies two important properties of a group.

Proof. If $H=\varnothing$, then the lemma is true trivially.
Otherwise, $H \neq \varnothing$. Let $a, b, c \in H$. Since $H \subseteq G$, we have $a, b, c \in G$. Since the operation is associative in $G, a(b c)=(a b) c$; that is, the operation remains associative for $H$. Likewise, if $G$ is abelian, then $a b=b a$; that is, the operation also remains commutative for $H$.

Lemma 4.4 has reduced the number of requirements for a subgroup from four to three. Amazingly, we can simplify this further, to one criterion alone!
The Subgroup Theorem. Let $A \subseteq G$ be nonempty. The following are equivalent:
(A) $A<G$;
(B) for every $a, b \in A$, we have $a^{-1} b \in A$.
(C) for every $a, b \in A$, we have $a b^{-1} \in A$.

Notation 4.5. If the operation governing $G$ were addition, we would write $-a+b$ or $a-b$ instead of $a^{-1} b$ or $a b^{-1}$.

Characterization (C) of the Subgroup Theorem gives us a nice, intuitive guideline: "A nonempty subset is a subgroup iff it closed under division (or subtraction)." We will typically go by this characterization.

Proof. Assume (A). Let $a, b \in A$. By the inverse property, $a^{-1} \in A$; by closure, $a^{-1} b \in A$. We chose $a$ and $b$ arbitrarily, so this holds for all $a, b \in A$.

Conversely, assume (B). By Lemma 4.4, we need to show only that A satisfies the closure, identity, and inverse properties. We do this slightly out of order:
identity: Let $a \in A . \operatorname{By}(B), ~ a=a^{-1} a \in A .{ }^{1}$
inverse: Let $a \in A$. We just showed $A$ satisfies the identity property, so $\boldsymbol{q} \in A$. By (B), $a^{-1}=$ $a^{-1} \cdot я \in A$.

[^14]closure: Let $a, b \in A$. We just showed $A$ satisfies the inverse property, so $a^{-1} \in H$. By (B), $a b=\left(a^{-1}\right)^{-1} b \in A$.

Since $H$ satisfies the closure, identity, and inverse properties, $A<B$.
We have show that (A) is equivalent to (B). We leave the proof that (A) is equivalent to (C)

Question 4.6.
Show that item (C) of the Subgroup Theorem is equivalent to item (A): that is, $A<G$ if and only if $A$ is closed under division (or subtraction).

Let's take a look at the Subgroup Theorem in action.
Example 4.7. Let $d \in \mathbb{Z}$. We claim that $d \mathbb{Z}<\mathbb{Z}$. (Recall that $d \mathbb{Z}$, defined in Example 4.3, is the set of integer multiples of $d$.) Why? Let's use the Subgroup Theorem.

Let $x, y \in d \mathbb{Z}$. If we can show that $x-y \in d \mathbb{Z}$, or in other words, $x-y$ is an integer multiple of $d$, then we will satisfy part (B) of the Subgroup Theorem. The theorem states that (B) is equivalent to (A); that is, $d \mathbb{Z}$ is a group.

Since $x$ and $y$ are by definition integer multiples of $d$, we can write $x=d m$ and $y=d n$ for some $m, n \in \mathbb{Z}$. Note that $-y=-(d n)=d(-n)$. Then

$$
\begin{aligned}
x-y & =x+(-y)=d m+d(-n) \\
& =d(m+(-n))=d(m-n) .
\end{aligned}
$$

Now, $m-n \in \mathbb{Z}$, so $x-y=d(m-n) \in d \mathbb{Z}$.
We did it! We took two integer multiples of $d$, and showed that their difference is also an integer multiple of $d$. By the Subgroup Theorem, $d \mathbb{Z}<\mathbb{Z}$.

Example 4.7 gives us an example of how the Subgroup Theorem verifies subgroups of abelian groups. Two interesting examples of subgroups of a nonabelian group appear in $D_{3}$.

Example 4.8. Recall $D_{3}$ from Section 3.6. Both $H=\{l, \varphi\}$ and $K=\left\{l, \rho, \rho^{2}\right\}$ are subgroups of $D_{3}$. Why? Certainly $H, K \subsetneq G$, and Theorem 3.49 on page 74 tells us that $H$ and $K$ are groups, since $H=\langle\varphi\rangle$, and $K=\langle\rho\rangle$.

Sometimes we can build new subgroups from old ones. The following questions consider these possibilities.

## Question 4.9.

Will the union of two subgroups form a subgroup? Not usually. Find a group $G$ and subgroups $H, K$ of $G$ such that $A=H \cup K$ is not a subgroup of $G$.

## Question 4.10.

Will the intersection of two subgroups form a subgroup? Yes! To see why, fill each blank of Figure $4 \cdot 1$ with the appropriate justification or expression.

Let $G$ be a group and $A_{1}, A_{2}, \ldots, A_{m}$ subgroups of $G$. Let

$$
B=A_{1} \cap A_{2} \cap \cdots \cap A_{m} .
$$

Claim: $B<G$.
Proof:

1. Let $x, y \in$ $\qquad$ .
2. By __, $x, y \in A_{i}$ for all $i=1, \ldots, m$.
3. By __, $x y^{-1} \in A_{i}$ for all $i=1, \ldots, m$.
4. By $\quad$ _ $x y^{-1} \in B$.
5. By __, $B<G$.

Figure 4•1: Material for Question 4.10

## Question 4.11.

Will a subset formed by applying the operation to elements of two subgroups form a subgroup? We consider two cases.
(a) If $G$ is an abelian group and $H, K$ are subgroups of $G$, let

$$
H+K=\{x+y: x \in H, y \in K\} .
$$

Show that $H+K<G$.
(b) If $G$ is a nonabelian group and $H, K$ are subgroups of $G$, let

$$
H K=\{x y: x \in H, y \in K\} .
$$

Find $G, H, K$ such that $H K$ is not a subgroup of $G$.

Question 4.12.
Let $H=\{l, \varphi\}<D_{3}$.
(a) Find a different subgroup $K$ of $D_{3}$ with only two elements.
(b) Let $H K=\{x y: x \in H, y \in K\}$. Confirm that $H K \nless D_{3}$.

The following geometric example gives a visual image of what a subgroup "looks" like.

Example 4.13. Recall that $\mathbb{R}$ is a group under addition, and let $G$ be the direct product $\mathbb{R} \times \mathbb{R}$. Geometrically, this is the set of points in the $x-y$ plane. As is usual with a direct product, we define an addition for elements of $G$ in the natural way: for $P_{1}=\left(x_{1}, y_{1}\right)$ and $P_{2}=\left(x_{2}, y_{2}\right)$, define

$$
P_{1}+P_{2}=\left(x_{1}+x_{2}, y_{1}+y_{2}\right) .
$$

Let $H$ be the $x$-axis; a set definition would be, $H=\{x \in G: x=(a, 0) \exists a \in \mathbb{R}\}$. We claim that $H<G$. Why? Use the Subgroup Theorem! Let $P, Q \in H$. By the definition of $H$, we can write $P=(p, 0)$ and $Q=(q, 0)$ where $p, q \in \mathbb{R}$. Then

$$
P-Q=P+(-Q)=(p, 0)+(-q, 0)=(p-q, 0) .
$$

Membership in $H$ requires the first ordinate to be real, and the second to be zero. As $P-Q$ satisfies these requirements, $P-Q \in H$. The Subgroup Theorem implies that $H<G$.

Let $K$ be the line $y=1$; a set definition would be, $K=\{x \in G: x=(a, 1) \exists a \in \mathbb{R}\}$. We claim that $K \nless G$. Why not? Again, use the Subgroup Theorem! Let $P, Q \in K$. By the definition of $K$, we can write $P=(p, 1)$ and $Q=(q, 1)$ where $p, q \in \mathbb{R}$. Then

$$
P-Q=P+(-Q)=(p, 1)+(-q,-1)=(p-q, 0) .
$$

Membership in $K$ requires the second ordinate to be one, but the second ordinate of $P-Q$ is zero, not one. Since $P-Q \notin K$, the Subgroup Theorem tells us that $K$ is not a subgroup of $G$.

There's a more direct explanation as to why $K$ is not a subgroup; it doesn't contain the origin. In a direct product of groups, the identity is formed using the identities of the component groups. In this case, the identity is $(0,0)$, which is not in $K$.

Figure 4.13 gives a visualization of $H$ and $K$. You will diagram another subgroup of $G$ in Question 4.14.

Question 4.14.
Let $G=\mathbb{R}^{2}$, with addition defined as in Example 4.13. Let

$$
L=\{x \in G: x=(a, a) \exists a \in \mathbb{R}\} .
$$

(a) Describe L geometrically.
(b) Show that $L<G$.
(c) Suppose $\ell \subseteq G$ is any line. Identify the simplest criterion possible that decides whether $\ell<G$. Justify your answer.
(d) Show that any subgroup $\ell$ you identify in part (c), which includes our original $L$, is isomorphic to $\mathbb{R}$ as an additive group.
Hint: Use a isomorphism $f$ that maps $\mathbb{R}$ to $\ell$, then the symmetry of isomorphism (Question 5.14 on page 143).

Aside from the basic group properties, what other properties can a subgroup inherit from a group? The answer is not always obvious. Cyclic groups are a good example: is every subgroup of a cyclic group also cyclic? The answer relies on the Division Theorem.


Figure 4.2: $H$ and $K$ from Example 4.13

Theorem 4.15. Subgroups of cyclic groups are also cyclic.
Proof. Let $G$ be a cyclic group, and $H<G$. From the fact that $G$ is cyclic, choose $g \in G$ such that $G=\langle g\rangle$.

First we must find a candidate generator of $H$. Every element of $H$ is an element of $G$, and every element of $G$ is a power of $g$, so we will work strictly in terms of powers of $g$. If $H=\{\Omega\}$, then $H=\langle\mathfrak{q}\rangle=\left\langle g^{0}\right\rangle$, and we are done. So assume there exists $x \in H$ such that $x \neq e$. By inclusion, every element $x \in H$ is also an element of $G$, which is generated by $g$, so $x=g^{n}$ for some $n \in \mathbb{Z}$. Without loss of generality, we may assume that $n \in \mathbb{N}^{+}$; after all, we just showed that we can choose $x \neq \Omega$, so $n \neq 0$, and if $n \notin \mathbb{N}$, then closure of $H$ implies that $x^{-1}=g^{-n} \in H$, so choose $x^{-1}$ instead.

Now, if you were to take all the positive powers of $g$ that appear in $H$, which would you expect to generate $H$ ? Certainly not the larger ones! The ideal candidate for the generator would be the smallest positive power of $g$ in $H$, if it exists. Let $S$ be the set of positive natural numbers $i$ such that $g^{i} \in H$; in other words, $S=\left\{i \in \mathbb{N}^{+}: g^{i} \in H\right\}$. From the well-ordering of $\mathbb{N}$, there exists a smallest element of $S$; call it $d$, and assign $h=g^{d}$.

We claim that $H=\langle h\rangle$. Let $x \in H$; then $x \in G$. By hypothesis, $G$ is cyclic, so $x=g^{a}$ for some $a \in \mathbb{Z}$. By the Division Theorem, we know that there exist unique $q, r \in \mathbb{Z}$ such that

- $a=q d+r$, and
- $0 \leqslant r<d$.

Let $y=g^{r}$; by Question 3.55, we can rewrite this as

$$
y=g^{r}=g^{a-q d}=g^{a} g^{-(q d)}=x \cdot\left(g^{d}\right)^{-q}=x \cdot h^{-q} .
$$

Now, $x \in H$ by definition, and $h^{-q} \in H$ by closure and the existence of inverses, so by closure $y=x \cdot h^{-q} \in H$ as well. We chose $d$ as the smallest positive power of $g$ in $H$, and we just showed that $g^{r} \in H$. Recall that $0 \leqslant r<d$. If $0<r$; then $g^{r} \in H$, so $r \in S$. But $r<d$, which contradicts the choice of $d$ as the smallest element of $S$. Hence $r$ cannot be positive; instead, $r=0$ and $x=g^{a}=g^{q d}=h^{q} \in\langle h\rangle$.

Since $x$ was arbitrary in $H$, every element of $H$ is in $\langle h\rangle$; that is, $H \subseteq\langle h\rangle$. Since $h \in H$ and $H$ is a group, closure implies that $H \supseteq\langle h\rangle$, so $H=\langle h\rangle$. In other words, $H$ is cyclic.

We again look to $\mathbb{Z}$ for an example.

## Question 4.16.

Recall from Example 3.43 on page 73 that $\mathbb{Z}$ is cyclic; in fact $\mathbb{Z}=\langle 1\rangle$. By Theorem $4 \cdot 15$, $d \mathbb{Z}$ is cyclic. In fact, $d \mathbb{Z}=\langle d\rangle$. Can you find another generator of $d \mathbb{Z}$ ?

## Question 4.17.

Recall that $\Omega_{n}$, the $n$th roots of unity, is the cyclic group $\langle\omega\rangle$.
(a) List the elements of $\Omega_{2}$ and $\Omega_{4}$, and explain why $\Omega_{2}<\Omega_{4}$.
(b) List the elements of $\Omega_{8}$, and explain why both $\Omega_{2}<\Omega_{8}$ and $\Omega_{4}<\Omega_{8}$.
(c) Explain why, if $d \mid n$, then $\Omega_{d}<\Omega_{n}$.

## Question 4.18.

Show that even though the Klein 4-group is not cyclic, each of its proper subgroups is cyclic (see Definition 2.39 on page 50 and Questions 2.38 on page 50 and 3.45 on page 74).

## Question 4.19.

Fill in each blank of Figure 4.19 with the appropriate justification or expression to show that the set of powers of an element $g$ of a group $G$ forms a subgroup of $G$.

## Question 4.20.

Explain why $\mathbb{R}$ cannot be cyclic. Hint: You already showed that one of its subgroups is not cyclic. Which one, and why does this make the difference?

## Question 4.21.

Recall that the ring of matrices $\mathbb{R}^{n \times n}$ is a ring, and therefore a group under addition, while the general linear group $\mathrm{GL}_{n}(\mathbb{R})$ is a group under multiplication.
(a) Let $D_{n}(\mathbb{R})=\left\{a I_{n}: a \in \mathbb{R}\right\}$; that is, $D_{n}(\mathbb{R})$ is the set of all diagonal matrices whose values along the diagonal is constant. Show that $D_{n}(\mathbb{R})<\mathbb{R}^{n \times n}$.
(b) Let $D_{n}^{*}(\mathbb{R})=\left\{a I_{n}: a \in \mathbb{R} \backslash\{0\}\right\}$; that is, $D_{n}^{*}(\mathbb{R})$ is the set of all non-zero diagonal matrices whose values along the diagonal is constant. Show that $D_{n}^{*}(\mathbb{R})<\mathrm{GL}_{n}(\mathbb{R})$.

Let $G$ be any group and $g \in G$.
Claim: $\langle g\rangle<G$.
Proof:

1. Let $x, y \in$ $\qquad$ .
2. By definition of $\qquad$ , there exist $m, n \in \mathbb{Z}$ such that $x=g^{m}$ and $y=g^{n}$.
3. By $\ldots, y^{-1}=g^{-n}$.
4. By __, $x y^{-1}=g^{m+(-n)}=g^{m-n}$.
5. By __, $x y^{-1} \in\langle g\rangle$.
6. By $\quad$ _,$\langle g\rangle<G$.

Figure 4.3: Material for Question 4.19

## Question 4.22.

Recall the set of orthogonal matrices from Question 3.94.
(a) Show that $\mathrm{O}(n)<\mathrm{GL}(n)$. We call $O(n)$ the orthogonal group.

Let $\mathrm{SO}(n)$ be the set of all orthogonal $n \times n$ matrices whose determinant is 1 . We call SO $(n)$ the special orthogonal group.
(b) Show that $\mathrm{SO}(n)<\mathrm{O}(n)$.

Hint: The easiest way to show this requires some properties of determinants. Since you may not remember them, or may not even have seen them (it could depend on the class, on the teacher, on which universe you existed in the day they were presented...) here are the ones you need: for any matrix that has an inverse, $\operatorname{det} A=\operatorname{det} A^{T}, \operatorname{det}(A B)=$ $(\operatorname{det} A)(\operatorname{det} B)$, and $\operatorname{det} A^{-1}=(\operatorname{det} A)^{-1}$.

In keeping with with the analogy of matrices, we say that the kernel of a group homomorphism is the subset of the domain that is sent to the identity of the range. That is, for a group homomorphism $f: G \rightarrow H$, we

$$
g \in \operatorname{ker} f \quad \text { iff } \quad f(g)=\mathcal{g}_{H} .
$$

A ring homomorphism is a group homomorphism on the additive group of the ring, so the kernel of a ring homomorphism is the subset of the domain that is sent to the additive identity of the range, 0 .

The kernel of a monoid is somewhat more complicated; we omit that for now.

## Question 4.23.

This question builds on Question 4.22. Let $\varphi: \mathrm{O}(n) \rightarrow \Omega_{2}$ by $\varphi(A)=\operatorname{det} A$.
(a) Show that $\varphi$ is a homomorphism, but not an isomorphism.
(b) Explain why $\operatorname{ker} \varphi=\mathrm{SO}(n)$.

## $4 \cdot 2$ Ideals

A major reason for the study of rings and fields is to analyze polynomial roots. How do the roots of a polynomial behave with respect to basic arithmetic on the polynomials? Start with a ring $R$, an element $a \in R$, and two univariate polynomials $f$ and $g$ over $R$.

Example 4.24. Consider $R=\mathbb{Z}[x]$. Two polynomials with a root at $a=3$ are $f(x)=x^{2}-9$ and $g(x)=x^{2}-7 x+12$. Their sum is $h(x)=2 x^{2}-7 x+3$, and $h(3)=2 \times 9-7 \times 3+3=0$.

Adding $f$ and $g$ gave us a new polynomial, $h$, that also had a root at $a=3$. This is true in general; if $a$ is a root of two polynomials $f$ and $g$, then $a$ is also a root of both their sum and their difference $h=f-g$, since

$$
h(a)=(f-g)(a)=f(a)-g(a)=0 .
$$

Closure of subtraction means the Subgroup Theorem applies, giving us the following result.
Fact 4.25. Let $R$ be a ring, and $a \in R$. The set of polynomials with a root at a forms a subgroup of $R[x]$ under addition.

We can do better. If $a$ is a root of $f$, then it is a root of any polynomial multiple of $f$, such as $h=f p$. After all,

$$
h(a)=(f p)(a)=f(a) p(a)=0 \cdot p(a)=0 .
$$

Example 4.26. Consider $R=\mathbb{R}[x]$ and $f=x^{2}-1$. The roots of $f$ are $\pm 1$. Let $p=x^{4}+x^{2}+1$; the roots of $p$ do not include $\pm 1$; after all, $0 \neq 3=p(1)=p(-1)$. On the other hand, let $h=f p=x^{6}-1$; we see quickly that $\pm 1$ are indeed roots of $h$.

Even though $p$ does not have a root at $x= \pm 1, h$ does!
Let's put this together. Let $a \in R$ and $A$ be the set of polynomials that have a root at $a$. Let $f$ and $g$ be any such polynomials; we saw above that their difference $f-g$ is also in $A$; that makes $A$ a subgroup of $R$. In addition, any multiple of $f$ is also in $A$, so there's something special about A: its element "absorbs" the products of its polynomials with others.

This property is not true within a group and its usual operation; even within the polynomial ring, adding a polynomial outside a subgroup to one within the subgroup always results in a polynomial outside the subgroup.

## Question 4.27.

Continuing the previous example, show that adding $p$ to $f$ gives you a polynomial that, like $p$, does not have a root at $\pm 1$.

The phenomenon of absorption is quite simple. You will see that it appears in a number of important contexts. Here's an example.

## Question 4.28.

Let $A$ be the set of all integers that are a sum of multiples of 4 and 6 ; that is,

$$
A=\{4 m+6 n: m, n \in \mathbb{Z}\}
$$

(a) Show that $A$ is in fact a subgroup of $\mathbb{Z}$.
(b) Show that $A$ absorbs multiplication by nonmembers; that is, $3 a \in A$ for all $a \in A$.

## Definition and examples

As usual, $R$ is a ring.
Definition 4.29. Let $A \subseteq R$. If $A$

- is a subgroup of $R$ under addition, and
- satisfies the absorption property:

$$
\forall r \in R \quad \forall a \in A \quad r a \in A \quad \text { and } \quad a r \in A,
$$

then $A$ is an ideal of $R$, and we write $A \triangleleft R$. An ideal $A$ is proper if it is a proper subgroup under addition; that is, $\{0\} \neq A \neq R$.

Recall that we work in commutative rings unless otherwise specified, so if $r a \in A$ then usually $a r \in A$ is free.

Example 4.30. Recall the subring $2 \mathbb{Z}$ of the ring $\mathbb{Z}$. We claim that $2 \mathbb{Z} \triangleleft \mathbb{Z}$. Why? Let $r \in \mathbb{Z}$, and $a \in 2 \mathbb{Z}$. By definition of $2 \mathbb{Z}$, there exists $q \in \mathbb{Z}$ such that $a=2 q$. Substitution gives us

$$
r a=r \cdot 2 q=2(r q) \in 2 \mathbb{Z},
$$

so $2 \mathbb{Z}$ "absorbs" multiplication by $\mathbb{Z}$. We know from Example 4.7 that $2 \mathbb{Z}$ was a subgroup of $\mathbb{Z}$ (use $d=2$ ), so $2 \mathbb{Z}$ is an ideal of $\mathbb{Z}$.

We can generalize this example to arbitrary $d \in \mathbb{Z}$, so let's do that. Remember that you already know $d \mathbb{Z}$ is a subgroup of $\mathbb{Z}$; you need merely show that $d \mathbb{Z}$ absorbs multiplication.

## Question 4.31.

Show that for any $d \in \mathbb{N}, d \mathbb{Z}$ is an ideal of $\mathbb{Z}$.

Our original example of an ideal came from roots of univariate polynomials. What about multivariate polynomials? If $a_{1}, \ldots, a_{n} \in R, f \in R\left[x_{1}, \ldots, x_{n}\right]$, and $f\left(a_{1}, \ldots, a_{n}\right)=0$, then we call $\left(a_{1}, \ldots, a_{n}\right)$ a root of $f$.


Figure 4•4: A common root of $x^{2}+y^{2}-4$ and $x y-1$

Example 4.32. Let $f=x^{2}+y^{2}-4, g=x y-1$, and $S=\{h f+k g: h, k \in \mathbb{R}[x, y]\}$. As in the univariate case, the common roots of $f$ and $g$ are roots of any element of $S$. To see this, let $(\alpha, \beta)$ be a common root of $f$ and $g$; that is, $f(\alpha, \beta)=g(\alpha, \beta)=0$. Figure $4 \cdot 4$ depicts the root

$$
(\alpha, \beta)=(\sqrt{2+\sqrt{3}}, 2 \sqrt{2+\sqrt{3}}-\sqrt{6+3 \sqrt{3}}) .
$$

Do all the elements of $S$ have $(\alpha, \beta)$ as a root? Let $s \in S$; by definition, we can write $s=$ $h f+k g$ for some $h, k \in \mathbb{R}[x, y]$. By substitution,

$$
\begin{aligned}
s(\alpha, \beta) & =(h f+\mathrm{kg})(\alpha, \beta) \\
& =h(\alpha, \beta) \cdot f(\alpha, \beta)+k(\alpha, \beta) \cdot g(\alpha, \beta) \\
& =h(\alpha, \beta) \cdot 0+k(\alpha, \beta) \cdot 0 \\
& =0
\end{aligned}
$$

that is, $(\alpha, \beta)$ is a root of $s$. In fact, $S$ is an ideal. To show this, we must show that $S$ is a subring of $\mathbb{R}[x, y]$ that absorbs multiplication.

- Is $S$ a subgroup under addition? Let $s, r \in S$. By definition, we can find $h, k, p, q \in \mathbb{R}[x, y]$ such that $s=h f+k g$ and $r=p f+q g$. A little arithmetic gives us

$$
\begin{aligned}
s-r & =(h f+k g)-(p f+q g) \\
& =(h-p) f+(k-q) g \in S .
\end{aligned}
$$

A ring is an abelian group under addition, so the Subgroup Theorem implies $S$ is a subgroup of $\mathbb{C}[x, y]$.

- Does $S$ absorb multiplication? Let $s \in S$, and $p \in \mathbb{R}[x, y]$. As above, we can write $s=$ $h f+k g$. A little arithmetic gives us

$$
\begin{aligned}
p s= & p(h f+k g)=p(h f)+p(k g) \\
& =(p h) f+(p k) g \in S .
\end{aligned}
$$

Let

$$
h^{\prime}=p h \quad \text { and } \quad k^{\prime}=p k ;
$$

then $p s=h^{\prime} f+k^{\prime} g$. By closure, $h^{\prime}, k^{\prime} \in \mathbb{R}[x, y]$, so by definition, $p s \in S$, as well. By definition, $S$ satisfies the absorption property.

We have shown that $S$ satisfies the subgroup and absorption properties; thus, $S \triangleleft \mathbb{R}[x, y]$.
You will show in Question 4.59 that the ideal of Example 4.32 can be generalized to other rings and larger numbers of variables.

## Important properties of ideals

An ideal inherits the associative, commutative, and distributive properties of the ring. It also inherits closure of multiplication, though you might not notice why at first:

Fact 4.33. An ideal is closed under multiplication.
Why? Let $A$ be an ideal of a ring $R$. Let $a, b \in A$. By absorption, $a b \in A$.
An ideal might not contain the multiplicative identity. Proper ideals never contain the multiplicative identity.

Question 4.34.
Let $A \triangleleft R$. Show that $A$ is proper if and only if $A \neq\{0\}$ and $1 \notin A$.

Also, proper ideals never contain elements with multiplicative inverses.

## Question 4.35.

Let $r$ be any nonzero element of a ring. Show that $r$ has a multiplicative inverse if and only if any ideal that contains $r$ also contains unity, and thus is not proper.

Since an ideal is really a special sort of subgroup, an analog of the Subgroup Theorem determines whether a subset of a ring is an ideal, with only one or two criteria.
The Ideal Theorem. Let $R$ be a ring and $A \subseteq R$ with $A$ nonempty. The following are equivalent:
(A) $A$ is an ideal of $R$.
(B) A is closed under subtraction and absorption. That is,
(I1) for all $a, b \in A, a-b \in A$; and
(I2) for all $a \in A$ and $r \in R$, we have ar, $r a \in A$.

## Question 4.36.

Prove the Ideal Theorem.

Claim: Every ideal of $\mathbb{Z}$ has the form $d \mathbb{Z}$, for some $d \in \mathbb{Z}$.

## Proof:

1. Let $A$ be an ideal of $\mathbb{Z}$.
2. Let $D=A \cap \mathbb{N}^{+}$.
3. By $\qquad$ , we can find a smallest element of $D$, which we call $d$.
4. We claim that $A=d \mathbb{Z}$. To see why, first let $b \in d \mathbb{Z}$. By definition of $d \mathbb{Z}, b=$ $\qquad$ .
(a) By $\quad, \quad b \in A$.
(b) $B y \_, d \mathbb{Z} \subseteq A$.
5. We now claim $A \subseteq d \mathbb{Z}$. To see why, let $a \in$ $\qquad$ .
(a) By __, we can find $q, r \in \mathbb{Z}$ such that $a=q d+r$ and $0 \leqslant r<d$.
(b) Rewrite the equation as $r=$
(c) $B y \ldots, q d \in A$.
(d) $B y \ldots, a-q d \in A$.
(e) $\mathrm{By} \_, \quad r \in A$.
(f) If $r>0$, then $r \in D$, since $\qquad$ .
(g) However, we cannot have $r>0$, since $\qquad$ .
(h) That forces $r=$ $\qquad$ _.
(i) Hence $d$ divides $a$, since $\qquad$ .
(j) $B y \_, A \subseteq d \mathbb{Z}$.
6. We have shown $A \subseteq d \mathbb{Z}$ and $d \mathbb{Z} \subseteq A$. Hence $\qquad$ .
7. __ means that every ideal of $\mathbb{Z}$ has the form $d \mathbb{Z}$, for some $d \in \mathbb{Z}$.

Figure 4•5: Material for Question 4.37

Question 4.37.
We can take Question 4.31 further. Fill in the blanks of Figure 4.5 to show that every ideal of $\mathbb{Z}$ has the form $d \mathbb{Z}$, for some $d \in \mathbb{N}$.

Question 4.38.
Suppose $A$ is an ideal of $R$ and $B$ is an ideal of $S$. Is $A \times B$ an ideal of $R \times S$ ?

## Question 4.39.

Let $R$ be a ring and $A, B$ two ideals of $R$. Decide whether the following subsets of $R$ are also ideals, and explain your reasoning:
(a) $A \cap B$
(b) $A \cup B$
(c) $A+B=\{a+b: a \in A, b \in B\}$
(d) $A B=\left\{\sum_{i=1}^{n} a_{i} b: n \in \mathbb{N}, a_{i} \in A, b_{i} \in B\right\}$

## Question 4.40.

Let $A, B$ be two ideals of a ring $R$. The definition of $A B$ appears in Question 4.39.
(a) Show that $A B \subseteq A \cap B$.
(b) Show that sometimes $A B \neq A \cap B$; that is, find a ring $R$ and ideals $A, B$ such that $A B \neq A \cap B$. Hint: A good example is related to Bézout's Identity. Look at ideals generated by integers with a common divisor.

### 4.3 The basis of an ideal

The ideals of Questions 4.31 and 4.37 are cyclic subgroups of the additive group of $\mathbb{Z}$, so it makes sense to write

$$
\langle d\rangle=d \mathbb{Z},
$$

just as we write $\langle d\rangle$ for the cyclic group generated by $d$. This works in general, too.
Fact 4.41. Let $R$ be a ring, and $a \in R$. The set

$$
\langle a\rangle=\{a r: r \in R\}
$$

is an ideal of $R$.
(Some authors use (a), and some use $a R$. We will stick with $\langle a\rangle$, but you are likely to see these other notations from time to time.)

Why? First we check that $\langle a\rangle$ is a subgroup of $R$ under addition. Let $x, y \in\langle a\rangle$; by definition, there exist $r, s \in R$ such that $x=a r$ and $y=a s$. Substitution and the distributive property show us that

$$
x-y=a r-a s=a(r-s) \in\langle a\rangle .
$$

Let $r \in R$ and $b \in\langle a\rangle$. By definition, we can find $x \in R$ such that $b=a x$. Then $r b=r(a x)=$ $r(x a)=(r x) a$; that is, $r b$ is also a multiple of $a$. The arbitrary choice of $r$ and $b$ show that $\langle a\rangle$ absorbs multiplication; $\langle a\rangle$ is indeed an ideal of $R$.

We call these ideals principal ideals. Principal ideals of the integers have a nice property that we will use in future examples.

Example 4.42. Certainly $3 \mid 6$ since $3 \cdot 2=6$. Look at the ideals generated by 3 and 6 :

$$
\begin{aligned}
& \langle 3\rangle=3 \mathbb{Z}=\{\ldots,-12,-9,-6,-3,0,3,6,9,12, \ldots\} \\
& \langle 6\rangle=6 \mathbb{Z}=\{\ldots,-12,-6,0,6,12, \ldots\} .
\end{aligned}
$$

Inspection suggests that $\langle 6\rangle \subseteq\langle 3\rangle$. Is it? Let $x \in\langle 6\rangle$. By definition, $x=6 q$ for some $q \in \mathbb{Z}$. By substitution, $x=(3 \cdot 2) q=3(2 \cdot q) \in\langle 3\rangle$. Since $x$ was arbitrary in $\langle 6\rangle$, we have $\langle 6\rangle \subseteq\langle 3\rangle$.

This property holds both in the integers and in every ring, using more or less the same reasoning. It will prove useful in subsequent sections.

Lemma 4.43. Let $R$ be a ring and $a, b \in R$. The following are equivalent:
(A) $a \mid b ;$
(B) $\langle b\rangle \subseteq\langle a\rangle$.

Question 4.44.
Prove Lemma 4.43.

## Ideals generated by more than one element

One way to look at $\langle d\rangle \subsetneq \mathbb{Z}$ is that $\langle d\rangle$ is the smallest ideal that contains $d$ : any other ideal must contain all its multiples. Extending this line of thinking, define the set $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ as the intersection of all the ideals of $R$ that contain all of $a_{1}, a_{2}, \ldots, a_{m}$.

Theorem 4.45. For any choice of $m \in \mathbb{N}^{+}$and $a_{1}, a_{2}, \ldots, a_{m} \in R,\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ is an ideal.
We will not prove this directly, as it follows immediately from:
Lemma 4.46. For every set $S$ of ideals of a ring $R, \bigcap_{I \in S} I$ is also an ideal.
Proof. Let $J=\bigcap_{I \in S} I$. We are protected from $J \neq \varnothing$ by the fact that the additive identity 0 is an element of every ideal. Let $a, b \in J$ and $r \in R$. Let $I \in S$. Since $J$ contains only those elements that appear in every element of $S$, and $a, b \in J$, we know that $a, b \in I$. By the Ideal Theorem, $a-b \in I$, and also $r a \in I$. Since $I$ was an arbitrary ideal in $S$, every element of $S$ contains $a-b$ and $r a$. Thus $a-b$ and every $r a$ are in the intersection of these sets, which is $J$; in other words, $a-b, r a \in J$. By the Ideal Theorem, $J$ is an ideal.

Since $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ is defined as the intersection of ideals containing $a_{1}, a_{2}, \ldots, a_{m}$, Theorem 4.46 implies that $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ is an ideal. This ideal is closely related to Example 4.32, making it important enough to identify by a special name.

Definition 4.47. We call $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ the ideal generated by $a_{1}, a_{2}, \ldots, a_{m}$, and $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ a basis of $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$.

Theorem 4.48. For any commutative ring $R,\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ is precisely the set

$$
A=\left\{r_{1} a_{1}+r_{2} a_{2}+\cdots+r_{m} a_{m}: r_{i} \in R\right\} .
$$

Proof. First, we show that $A \subseteq\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$. Let $b \in A$; by definition, there exist $r_{1}, \ldots, r_{m} \in$ $R$ such that $b=\sum_{i=1}^{m} r_{i} a_{i}$. Let $I$ be any ideal that contains all of $a_{1}, \ldots, a_{m}$. By absorption, $r_{i} a_{i} \in I$ for each $i$. By closure, $b=\sum_{i=1}^{m} r_{i} a_{i} \in I$. Since $I$ was an arbitrary ideal containing all of $a_{1}, \ldots, a_{m}$, we infer that all the ideals containing all of $a_{1}, \ldots, a_{m}$ contain $b$. Since $b$ is an arbitrary element of $A, A$ is a subset of all the ideals containing all of $a_{1}, \ldots, a_{m}$. By definition, $A \subseteq\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$.

Now we show that $A \supseteq\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$. We claim that $A$ is (a) an ideal that (b) contains all of $a_{1}, \ldots, a_{m}$. If true, the definition of $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ does the rest, as it consists of elements common to every ideal that contains $a_{1}, \ldots, a_{m}$.
(a) But why is $A$ an ideal? Consider the absorption property. By definition of $A$, we can identify for any $b \in A$ ring elements $r_{1}, \ldots, r_{m} \in R$ such that

$$
b=r_{1} a_{1}+\cdots+r_{m} a_{m} .
$$

Let $p \in R$; by the distributive and associative properties,

$$
p b=\left(p r_{1}\right) a_{1}+\cdots+\left(p r_{m}\right) a_{m} .
$$

By closure, $p r_{i} \in R$ for each $i=1, \ldots, m$. We have written $p b$ in a form that satisfies the definition of $A$, so $p s \in A$. We still need subtraction, so let $b, c \in A$, and choose $p_{i}, q_{i} \in R$ such that

$$
\begin{aligned}
& b=p_{1} a_{1}+\cdots+p_{m} a_{m} \text { and } \\
& c=q_{1} a_{1}+\cdots+q_{m} a_{m} .
\end{aligned}
$$

Using the associative property, the commutative property of addition, the commutative property of multiplication, distribution, and the closure of subtraction, we see that

$$
\begin{aligned}
b-c & =\left(p_{1} a_{1}+\cdots+p_{m} a_{m}\right)-\left(q_{1} a_{1}+\cdots+q_{m} a_{m}\right) \\
& =\left(p_{1} a_{1}-q_{1} a_{1}\right)+\cdots+\left(p_{m} a_{m}-q_{m} a_{m}\right) \\
& =\left(p_{1}-q_{1}\right) a_{1}+\cdots+\left(p_{m}-q_{m}\right) a_{m} .
\end{aligned}
$$

By closure, $p_{i}-q_{i} \in R$ for each $i=1, \ldots, m$, so $b-c$ has a form that satisfies the definition of $A$, so $b-c \in A$. By the Ideal Theorem, $A$ is an ideal.
(b) But, is $a_{i} \in A$ for each $i=1,2, \ldots, m$ ? Well,

$$
a_{i}=1 \cdot a_{i}+\sum_{j \neq i}\left(0 \cdot a_{j}\right) \quad \in \quad A .
$$

Since $R$ has unity, this expression of $a_{i}$ satisfies the definition of $A$, so $a_{i} \in A$.
Hence $A$ is an ideal containing all of $a_{1}, \ldots, a_{m}$. By definition of $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle, A \supseteq$ $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$.

We have shown that $A \subseteq\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle \subseteq A$. Hence $A=\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ as claimed.
Remark 4.49. The structure and properties of ideals should remind you of vector spaces from linear algebra. In linear algebra, we analyze systems of linear equations. By manipulating a matrix, we obtain a triangular basis of a system of linear polynomials, with which we analyze the system's solutions.

Example 4.32 illustrates that ideals are an important analog for non-linear polynomial equations. As with linear systems, a "triangular basis" of a polynomial ideal allows us to analyze its solutions in a systematic method. We take up this task in due course... but not just yet.

Question 4.50.
Let's explore how $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ behaves in $\mathbb{Z}$. Keep in mind that the results do not necessarily generalize to other rings.
(a) For the following values of $a, b \in \mathbb{Z}$, list a few elements of $\langle a, b\rangle$. Then verify that $\langle a, b\rangle=$ $\langle c\rangle$ for a certain $c \in \mathbb{Z}$.
(i) $a=3, b=6$
(ii) $a=4, b=6$
(iii) $a=5, b=6$
(iv) $a=6, b=6$
(b) Can you identify a relationship between $a, b$, and $c$ in part (a)?
(c) Prove your observation in part (b).

Hint: Bézout's Identity can be useful.

## Principal ideal domains

The basis of an ideal need not be unique!
Example 4.51. Consider the ring $\mathbb{Z}$, and let $I=\langle 6,8\rangle$. Proposition $4 \cdot 48$ claims that

$$
I=\{6 m+8 n: m, n \in \mathbb{Z}\} .
$$

Choosing concrete values of $m$ and $n$, we see that

$$
\begin{aligned}
6 & =6 \cdot 1+8 \cdot 0 \in I \\
0 & =6 \cdot 0+8 \cdot 0 \in I \\
-24 & =6 \cdot(-4)+8 \cdot 0 \in I \\
-24 & =6 \cdot 0+8 \cdot(-3) \in I .
\end{aligned}
$$

Notice that for some elements of I, we can provide more than one representation in terms of 6 and 8 .

While we're at it, we claim that we can simplify $I$ as $I=2 \mathbb{Z}$. Why? For starters, it's pretty easy to see that $2=6 \cdot(-1)+8 \cdot 1$, so $2 \in I$. Now that we have $2 \in I$, let $x \in 2 \mathbb{Z}$; then $x=2 q$ for some $q \in \mathbb{Z}$. By substitution and distribution,

$$
x=2 q=[6 \cdot(-1)+8 \cdot 1] \cdot q=6 \cdot(-q)+8 \cdot q \in I .
$$

Since $x$ was arbitrary, $I \supseteq 2 \mathbb{Z}$. On the other hand, let $x \in I$. By definition, there exist $m, n \in \mathbb{Z}$ such that

$$
x=6 m+8 n=2(3 m+4 n) \in 2 \mathbb{Z} .
$$

Since $x$ was arbitrary, $I \subseteq 2 \mathbb{Z}$. We already showed that $I \subseteq 2 \mathbb{Z}$, so we conclude that $I=2 \mathbb{Z}$.
So $I=\langle 6,8\rangle=\langle 2\rangle=2 \mathbb{Z}$. If we think of $r_{1}, \ldots, r_{m}$ as a "basis" for $\left\langle r_{1}, \ldots, r_{m}\right\rangle$, then the example above shows that any given ideal can have bases of different sizes.

You might wonder if every ideal can be written as $\langle a\rangle$, the same way that $I=\langle 4,6\rangle=\langle 2\rangle$. As you will see in due course, "Not always." However, the statement is true for ideals of $\mathbb{Z}$ (as you saw above), as well as a number of other rings. Rings where every ideal is principal, are called principal ideal rings. If the ring is an integral domain, we call it a principal ideal domain. Alas, not all integral domains are principal ideal domains.

Example 4.52. Let $R$ be a ring, and $R[x, y]$ the ring of polynomials over $R$. Let $A=\langle x, y\rangle$. Can we find $f \in A$ such that $A=\langle f\rangle$ ?

We cannot. Suppose to the contrary that we could; in that case, both $x$ and $y$ would be multiples of $f$. This is not possible, because only 1 divides both $x$ and $y$. If $f=1$, then $1 \in A$, and $A=R$. That means $A$ is not principal, and $R[x, y]$ is not a principal domain.

Theorem 4.53. The following rings are principal ideal domains.
(A) $\mathbb{Z}$ is a principal ideal domain.
(B) Any field is a principal ideal domain (so $\mathbb{Q}, \mathbb{R}, \mathbb{C}$, and finite fields $\mathbb{F}_{n}$ are principal ideal domains).
(C) Any univariate polynomial ring over a field is a principal ideal domain.

Proof. (A) You proved this when you answered Question 4.37, since $\langle d\rangle=d \mathbb{Z}$.
(B) Let $A$ be an ideal in a field. If $A=\{0\}$, then $A=\langle 0\rangle$. Otherwise, let $a$ be a non-zero element of $A$. As an element of a field, it has a multiplicative inverse $a^{-1}$; by absorption, $a^{-1} a \in$ A. By Question $4.35, A$ is not proper. Every improper ideal is generated by the multiplicative identity; that is, $A=\langle 1\rangle$.

Question 4.54.
How do we know that if $A=R$, then $A=\langle 1\rangle$ ?

Proof of Theorem 4.53 (continued). (C) Let $\mathbb{F}$ be any field, $R=\mathbb{F}[x]$, and $A$ an ideal of $R$. Let $D=\{\operatorname{deg} f: f \in A\}$; that is, $D$ is the set of all degrees of polynomials in $A$.

Example 4.55. Suppose that $f=2 x^{3}-3 x, g=5 x^{7}-12$, and $h=128 x^{2}-2 x+13$ are all elements of $A$. Then $3,7,2 \in D$.

Proof of Theorem 4.53 (continued). Degrees are nonnegative integers, so $D \subseteq \mathbb{N}$. By the wellordering property, there is a least element of $D$; call it $d$. By definition of $D$, there exists $f \in A$ such that $\operatorname{deg} f=d$. Let $c$ be the leading coefficient of $f$, and let $g=c^{-1} f$. By absorption, $g \in A$; by polynomial arithmetic, $\operatorname{deg} g=d$ and the leading coefficient of $g$ is now 1 .

Let $h$ be any element of $A$. Use Polynomial Division to identify $q, r \in R$ such that $h=q g+r$ and $r \neq 0$ or $\operatorname{deg} r<\operatorname{deg} g$. If $r=0$, then $h$ is a multiple of $g$, as claimed, and we're done. Otherwise, rewrite the division equation as

$$
r=h-q g .
$$

By absorption, $q g \in A$. By definition, $h \in A$. By the Ideal Theorem, $h-q g \in A$, so $r \in A$ itself. If $r \neq 0$, then $\operatorname{deg} r<\operatorname{deg} g=d$, contradicting the choice of $d$ as the smallest element of $D$, the degrees of polynomials in $A$. Hence $r=0$, and $g$ divides $h$. We chose $h$ arbitrarily in $A$, and found that $g$ has to divide $h$. That makes every element of $a$ a multiple of $g$, so $A=\langle g\rangle$. We chose $A$ as an arbitrary ideal of $R$, and found it was principal. That makes every ideal of $R$ principal, as claimed.

Question 4.56.
Show that in any field $\mathbb{F}$, the only two distinct ideals are the zero ideal and $\mathbb{F}$ itself.
Hint: Consider Question 4.54.

## Question 4.57.

Let $R$ be any ring and $P=R[x, y]$. Let $A=\langle x+1, x y\rangle, B=\langle x, y\rangle$, and $\mathcal{C}=\langle x, y+1\rangle$.
(a) Show that $A=P$.

Hint: Use the result of Question 4.34.
(b) Show that $B \neq P$ and $C \neq P$.

Hint: Proceed by contradiction. We need $1 \in B$ (why?) so there must be polynomials $f, g \in P$ such that $x f+y g=1$. The right side is constant, so $x$ and $y$ must cancel on the left. That forces $f$ and $g$ to have a certain form - what form is it? Following this to its conclusion leads to a contradiction.

## Question 4.58.

Let $A$ and $B$ be ideals of $R$. Define $A \cdot B=\{a b: a \in A, b \in B\}$. (This is not the same as $A B$, defined in Question 4.39.)
(a) Show that $A \cdot B$ need not be an ideal.

Hint: Two ideals of Question 4.57 do the trick.
(b) Show that if $R$ is a commutative, principal ideal ring, then $A \cdot B$ is an ideal.

## Question 4.59.

Let $R$ be any commutative ring. Recall the polynomial ring $P=R\left[x_{1}, \chi_{2}, \ldots, x_{n}\right]$, whose ground ring is $R$. Let

$$
\left\langle f_{1}, \ldots, f_{m}\right\rangle=\left\{h_{1} f_{1}+\cdots+h_{m} f_{m}: h_{1}, h_{2}, \ldots, h_{m} \in P\right\} .
$$

Show that the common roots of $f_{1}, f_{2}, \ldots, f_{m}$ are common roots of all polynomials in this ideal.

## Question 4.60.

Let $A$ be an ideal of a ring $R$. Define its radical to be

$$
\sqrt{A}=\left\{r \in R: r^{n} \in A \exists n \in \mathbb{N}^{+}\right\} .
$$

(a) Suppose $R=\mathbb{Z}$. Compute $\sqrt{A}$ for
(i) $A=4 \mathbb{Z}$
(ii) $A=5 \mathbb{Z}$
(iii) $A=12 \mathbb{Z}$

Hint: Every element of $12 \mathbb{Z}$ is a multiple of 12 , so it will help to look at how 12 factors. How could you simplify those factors so that some power of the simplification is a multiple of 12 ?
(b) Suppose $R=\mathbb{Q}[x]$. Compute $\sqrt{A}$ for
(i) $A=\left\langle x^{2}+1\right\rangle$
(ii) $A=\left\langle x^{2}+2 x+1\right\rangle$
(iii) $A=\left\langle x^{3}+x^{2}-x-1\right\rangle$
(c) Show that $\sqrt{A}$ is an ideal.

Hint: You need to show that if $a, b \in \sqrt{A}$, then $a b, a+b \in \sqrt{A}$. The hypothesis implies that you can find $m$ and $n$ such that $a^{m} \in A$ and $b^{n} \in A$. Use $m$ and $n$ to build an exponent $e$ such that $(a+b)^{e} \in A$. As a further hint, a very big $e$ is probably easier than the smallest possible $e$. As a final hint, don't forget that you already know elements of $A$ absorb multiplication - you only have to show that this is also true of elements of $\sqrt{A}$.

### 4.4 A wrinkle in "prime"

Aside from warning that we don't view "prime" numbers the same way you've viewed them in the past, we have not mentioned prime numbers so far.

## Prime and irreducible: a distinction

Recall Definition 3.20,

Suppose $r \in R$ is an element of a commutative ring that does not have a multiplicative inverse. We say that $r$ factors over $R$ if we can find $s, t \in R$ such that $r=s t$ and neither $s$ nor $t$ has a multiplicative inverse. Otherwise, $r$ is irreducible.

It's a little tiresome to write, "has a multiplicative inverse" or "does not have a multiplicative inverse." We'll shorten this by saying that $r$ is a unit if it has a multiplicative inverse. So the definition above becomes, "A non-unit $r$ factors over $R$ if we can find two other non-units $s, t \in R$ such that $r=s t$."

Example 4.61. Consider the ring $\mathbb{Q}[x]$.

- The only units are the rational numbers, since no polynomial of degree at least one has a multiplicative inverse that is also a polynomial.
- $x+q$ is irreducible for every $q \in \mathbb{Q}$.
- $x^{2}$ is not irreducible, since $\chi^{2}=x \cdot x$.
- $x^{2}+q$ is irreducible for every positive $q \in \mathbb{Q}$.

You might wonder why we didn't call $r$ prime. We reserve "prime" for a different concept:
Definition 4.62. Suppose $p \in R$ is not a unit. We say that $p$ is prime if, whenever we find $a, b \in R$ such that $p \mid a b$, then $p \mid a$ or $p \mid b$.

Why do we say that this is the "prime" property, rather than the traditional definition? There are two reasons. To start with:

Fact 4.63. In the ring of integers, a prime number is irreducible, and an irreducible number is prime.
When we're dealing with integers, then, it doesn't matter: the concepts are equivalent.
Why? Let $p$ be a prime number, and choose any factorization of $p$ into integers $a$ and $b$; that is, $a b=p$. For now, we assume that $a, b$, and $p$ are both positive; we'll deal with the case where one might be negative in a moment. We claim that $a \leqslant p$; if not, the choice of $q=0$ and $r=p<a$ gives us the relationship

$$
p=a \cdot 0+p=a q+r,
$$

where $q$ and $r$ satisfy the requirements of the Division Theorem. Uniqueness of remainder implies $a \nmid p$, a contradiction to $a b=p$. So the claim holds. Similarly, $b \leqslant p$.

Meanwhile, we can view $a b=p$ as $a b=p \cdot 1$; that is, $p \mid a b$. The hypothesis that $p$ is prime implies that $p \mid a$ or $p \mid b$. Without loss of generality, assume $p \mid a$; by an argument similar to the above, $p \leqslant a$. We now have $p \leqslant a \leqslant p$, which implies that $a=p$ and $b=1$. To sum up, we took an arbitrary factorization of $p$, and showed that one of its factors is a unit ( 1 , which is its own inverse). That meets the definition of irreducible, so $p$ is irreducible. As $p$ was an arbitrary prime natural, all prime naturals are irreducible.

What about negatives? If one of $a, b$, or $c$ is negative, then we can work with their absolute values to show that $|p|$ is irreducible. That, in turn, implies $p$ itself is irreducible.

Question 4.64.
Why can we say that that if the absolute value of a number is irreducible, then the number is, as well?

Why is Fact 4.63 true? (continued). We still have to show that irreducible numbers are prime. Let $n$ be any irreducible number, and suppose $n \mid a b$. If $n \mid a$, then we are done, so suppose $n \nmid a$. The only positive factors of $n$ are 1 and $n$ itself; otherwise, it wouldn't be irreducible. That makes $\operatorname{gcd}(a, n)=1$. By Bézout's Identity, we can find $x, y \in \mathbb{Z}$ such that $a x+n y=1$. Multiply both sides of this equation by $b$ to obtain

$$
\begin{equation*}
(a b) x+n(y b)=b \tag{4.1}
\end{equation*}
$$

From the hypothesis that $n \mid a b$, we can choose $q \in \mathbb{Z}$ such that $n q=a b$, and rewrite equation (4.1) as

$$
(q n) x+n(y b)=b .
$$

We can factor a common $n$ from both sides of this equation, which gives $n(q x+y b)=b$. By definition $n \mid b$. We have now shown that if $n$ divides any product $a b$, then it divides $a$ or $b$. By definition, $n$ is prime. Since $n$ was an arbitrary irreducible number, every irreducible number is prime.

This fact gives us an important result.
The Fundamental Theorem of Arithmetic. Any nonzero integer has a unique factorization into positive irreducible integers.
(This is sometimes as, "Any nonzero integer has a unique prime factorization," but for us the property is really the irreducible property.)
Proof. Let $n \in \mathbb{Z}$. We consider existence and uniqueness separately.
(Existence) If $n$ is irreducible, then we are done; after all, $n=1 \times n$ or $n=-1 \times|n|$ is a factorization of $n$ into positive irreducibles ( $\pm 1$ doesn't count, since it's a unit, and not irreducible). Suppose, then, that $n$ is not irreducible. Without loss of generality, we may assume that $n$ is positive; if not, consider its absolute value, which we obtain from multiplication by a unit ( -1 ). "Not irreducible" means $n$ factors as $n=a_{1} a_{2}$, where $a_{1}, a_{2} \in \mathbb{Z}$ are also not units; since $n$ is positive, we may assume $a_{1}$ and $a_{2}$ are, as well. If $a_{1}$ and $a_{2}$ are irreducible, then we are done, since $n=a_{1} a_{2}$ would be a factorization into irreducible integers.

Suppose, then, that at least one of them is not irreducible; say, $a_{1}$ factors as $a_{1}=a_{3} a_{4}$, neither of which is a unit, both of which are positive. We rewrite the factorization as $n=a_{2} a_{3} a_{4}$. As long as some $a_{i}$ in the factorization is not irreducible, we can keep doing this. However, they are all positive, and in a non-trivial factorization $a_{i}=a_{j} a_{k}$, we have $a_{j}, a_{k}<a_{i}$ (Question 1.48, or the previous proof). Thus, each factorization extends at least one sequence of decreasing positive integers. This cannot continue indefinitely (Fact 1.41). So the factorization must stop, but the only way it can stop is with irreducible integers and units. We conclude that there exists a factorization of $n$ into irreducible integers.
(Uniqueness) Suppose $n$ has two factorizations $n=p_{1}^{a_{1}} \cdots p_{k}^{a_{k}}$ and $n=q_{1}^{b_{1}} \cdots q_{\ell}^{b_{\ell}}$, where the $p$ 's and $q$ 's are irreducible. By substitution,

$$
p_{1}^{a_{1}} \cdots p_{k}^{a_{k}}=q_{1}^{b_{1}} \cdots q_{\ell}^{b_{\ell}} .
$$

By definition, $p_{1} \mid q_{1}^{b_{1}} \cdots q_{\ell}^{b_{\ell}}$. By Theorem 4.63, irreducible numbers are prime, so $p_{1} \mid q_{i}$ for some $i=1, \ldots, \ell$. Without loss of generality, $p_{1} \mid q_{1}$. By hypothesis, $q_{1}$ is irreducible; by definition, then, $p_{1}=q_{1}$. We can rewrite the equation as

$$
p_{1} \cdot p_{1}^{a_{1}-1} p_{2}^{a_{2}} \cdots p_{k}^{a_{k}}=p_{1} q_{1}^{b_{1}-1} q_{2}^{b_{2}} \cdots q_{\ell}^{b_{\ell}} .
$$

Divide both sides by $p_{1}$, and we have a revised equation,

$$
p_{1}^{a_{1}-1} p_{2}^{a_{2}} \cdots p_{k}^{a_{k}}=q_{1}^{b_{1}-1} q_{2}^{b_{2}} \cdots q_{\ell}^{b_{\ell}} .
$$

What allowed us to do this is that $p_{1}$ and $q_{1}$ are both irreducible; aside from that, there is nothing special about them, so we can continue this process as long as necessary, seeing that $p_{i}=q_{i}$ and $a_{i}=b_{i}$ for $i=1, \ldots, \ell$. The factorization is unique, as claimed.

At this point, you may be wondering: if prime numbers and irreducible numbers are identical, why do we distinguish them? The reason is that prime and irreducible are very different in other rings, and "irreducible" is a more appropriate term for the property of not being factored.

In what sort of rings are prime and irreducible elements different?

## Prime and irreducible: a difference

Unexpected things happen when you look at rings that involve $i$. For instance, the set of Gaussian integers is

$$
\mathbb{Z}[i]=\{a+b i: a, b \in \mathbb{Z}\} .
$$

Question 4.65.
Show that $\mathbb{Z}[i]$ is a ring and an integral domain, but not a field.

## Question 4.66.

Show that $\mathbb{Z}[i]$ is isomorphic to the lattice structure of Section $1 \cdot 5$. Explain why this means we can divide with quotient and remainder in $\mathbb{Z}[i]$, so it makes sense to speak of divisibility, irreducible elements, and so forth in $\mathbb{Z}[i]$.

The number 2 is no longer irreducible in $\mathbb{Z}[i]$ :

$$
2=(1+i)(1-i) .
$$

Let's see if it will factor further. Suppose $1+i$ factors as $(a+b i)(c+d i)$. Expand the product to obtain the equation

$$
1+i=(a c-b d)+i(a d+b c)
$$

The real and complex parts must be equal, giving us the system of equations

$$
\begin{aligned}
& a c-b d=1 \\
& a d+b c=1 .
\end{aligned}
$$

Let's refine this relationship between $a, b, c, d$. Eliminate $b$ by multiplying the first equation by $c$ and the second equation by $d$, then subtracting:

$$
\left.\begin{array}{r}
a c^{2}-b c d=c \\
a d^{2}+b c d=d
\end{array}\right\} \quad \Longrightarrow \quad a\left(c^{2}+d^{2}\right)=c+d \quad \Longrightarrow \quad a=\frac{c+d}{c^{2}+d^{2}} .
$$

By definition, $a$ is an integer, so $c^{2}+d^{2}$ must divide $c+d$, so $c^{2}+d^{2} \leqslant|c+d|$. On the other hand, $c$ and $d$ are also integers, which are less than their squares, so $|c+d| \leqslant\left|c^{2}+d^{2}\right|=c^{2}+d^{2}$. These two inequalities imply $c+d=c^{2}+d^{2}$, which is possible only if $c, d \in\{0, \pm 1\}$; any other integers give $c^{2}>c$ or $d^{2}>d$.

Consider the following cases.

- We cannot have $c=d=0$, as that would make the original equation false: $1+i=$ $(a+b i)(c+d i)=0$.
- Suppose $c= \pm 1$.
- If $d=0$, then $c+d i= \pm 1$, so $1+i=(a+b i) \cdot \pm 1$. This factorization of $1+i$ involves a unit, called a "trivial factorization". Those don't count against the definition of a prime element. (If you doubt me, reread the definition.)
- If $d=1$, then either $c+d i=1+i$ and $a+b i=1$, a trivial factorization, or $c+d i=-1+i$ and $a+b i=-i$. This only looks non-trivial, since $-i$ has a multiplicative inverse in $\mathbb{Z}[i]$. (See Question 4.67.)
- If $d=-1$, then either $c+d i=-1-i=-(1+i)$ and $a+b i=-1$, a trivial factorization, or $c+d i=1-i$ and $a+b i=i$. This only looks non-trivial, since $i$ has a multiplicative inverse in $\mathbb{Z}[i]$.

Question 4.67.
What are the inverses of $i$ and $-i$ in $\mathbb{Z}[i]$ ?

Recall what we wrote after Definition 3.20: units don't count in factorization, because everything factors with units. We don't consider $2=(-1) \times(-2)$ to be different factorizations, because, after all, $-1 \times-1=1$. In the same way, we won't consider $1+i=i(1-i)=-i(-1+i)$ to be different factorizations, because after all $i \times(-i)=1$. To call to mind this point, we add a new term to our growing vocabulary:

Definition 4.68. Let $R$ be a commutative ring with unity, and $a, b, c \in R \backslash\{0\}$. We say that $a$ and $b$ are associates if $a=b c$ and $c$ is a unit.

Example 4.69. In $\mathbb{Q}[x], 4 x^{2}+6$ and $6 x^{2}+9$ are associates, since $4 x^{2}+6=\frac{2}{3}\left(6 x^{2}+9\right)$, and $\frac{2}{3}$ is a unit. They are not associates in $\mathbb{Z}[x]$.

In the Gaussian integers, $i$ is a unit, so $1+i$ and $1-i=i(1+i)$ are associates. The only factorizations of $1+i$ involve associates, so $1+i$ is irreducible.

Question 4.70.
Show that $1-i$ is also irreducible.

On the other hand, consider the ring

$$
\mathbb{Z}[i \sqrt{5}]=\{a+b i \sqrt{5}: a, b \in \mathbb{Z}\} .
$$

It isn't hard to verify that $\mathbb{Z}[i \sqrt{5}]$ is also a ring, and additionally that

$$
6=2 \times 3=(1+i \sqrt{5})(1-i \sqrt{5}) .
$$

## Question 4.71.

Verify that $\mathbb{Z}[i \sqrt{5}]$ is a ring and an integral domain.

## Question 4.72.

Show that $2,3,1+i \sqrt{5}$, and $1-i \sqrt{5}$ are irreducible in $\mathbb{Z}[i \sqrt{5}]$.

This has an amazing consequence:
Integers factor uniquely into irreducibles in $\mathbb{Z}$, but not in $\mathbb{Z}[i \sqrt{5}]$ !

Why is factorization unique in $\mathbb{Z}$, but not in $\mathbb{Z}[i \sqrt{5}]$ ? If you look back at the proof of unique factorization of integers, you'll notice that we used the fact that irreducibles integers are prime to infer that the irreducible $p_{1}$ divided $q_{1}$. In the equation above,

$$
2 \times 3=(1+i \sqrt{5})(1-i \sqrt{5})
$$

all four factors are irreducible, but clearly not prime! After all, if $2 \mid(1+i \sqrt{5})$, we could find $a+b i \sqrt{5}$ such that

$$
2(a+b i \sqrt{5})=1+i \sqrt{5}
$$

or,

$$
2 a=1 \quad \text { and } \quad 2 b=1,
$$

neither of which is possible if $a$ and $b$ are integers, which they must be in $\mathbb{Z}[i \sqrt{5}]$. So the property of prime ring elements must be distinguished from that of irreducible ring elements.

So irreducible elements of integral domains need not be prime. On the other hand, prime elements of integral domains are irreducible.

Question 4.73.
Let $R$ be an integral domain. Show that if $p \in R$ is prime, then it is also irreducible.

## Question 4.74.

Show that for any $n \in \mathbb{N}^{+}$, the ring $\mathbb{Z}_{n}$ has no irreducible or prime elements. (This is a bit of a trick question, because any non-zero element of $\mathbb{Z}_{n}$ is either a zero divisor or a unit. If you can show that, and further that zero divisors can be neither irreducible nor prime, you're done.)

Definition 4.75. The norm of a Gaussian integer $a+b i$ is $a^{2}+b^{2}$.
Question 4.76.
Show that:
(a) irreducible elements of $\mathbb{Z}[i]$ are prime;
(b) if $z=x y$ in $\mathbb{Z}[i]$ is a nontrivial factorization of $z$, then the norms of $x$ and $y$ are each smaller than the norm of $z$;
(c) every element of $\mathbb{Z}[i]$ factors into irreducibles; and
(d) these factorizations are unique up to units.

Hint: For (a), you will need a Bézout-like identity, and then you can imitate the proof for integers. You are helped in your quest for a Bézout-like identity by the fact that Question 4.66 gives you division of Gaussian integers. For (b), show also that the norm of $z$ is the product of the norm of $x$ and the norm of $y$. For (c), use (b) and the well-ordering property. For (d), imitate the proof for uniqueness of factorization of integers.

Factors are divisors, and greatest common divisors will prove useful in our search for factors. However, we have to define this term a little differently, since not all rings have a linear ordering.

Definition 4.77. Let $R$ be a ring, and $a, b \in R$. Suppose we can find $d \in R$ such that $d$ divides both $a$ and $b$, and for any $r \in R$ that divides both $a$ and $b$, we also have $r \mid d$. We call $d$ a greatest common divisor of $a$ and $b$.

What makes $d$ "greatest" is that it sits at the top of a tree of divisibilities. Don't get the wrong idea; $d$ might not be alone! At the very least, its associates will sit next to it at the top of the tree.

Example 4.78. To see how you need to be careful with these ideas, consider $\mathbb{Z}_{14}$. Certainly $2 \mid 6$ and $2 \mid 8$, so 2 is a common divisor of 6 and 8 . Is it the greatest such? Looking just at 6 , by congruence we know that $6 \equiv 20 \equiv 34 \equiv \cdots$. Notice that $5 \mid 20$, so $5 \mid 6$. We can likewise show $5 \mid 8$. Is 5 a "greater" common divisor than 2 ? No, 5 is actually a unit: $5 \times 3 \equiv 1$. Because of that, we automatically get $5 \mid 2$; for instance,

$$
2 \equiv 1 \times 2 \equiv(5 \times 3) \times 2=5 \times(3 \times 2)=5 \times 6 .
$$

So 6 actually divides 2 , as well... which means 6 divides 8 ! Likewise, $8 \times 2=16 \equiv 2$, so $8 \mid 2$.
Question 4.79.
Show that in a principal ideal domain $R$, a greatest common divisor $d$ of $a, b \in R$ always exists, and:
(a) $\langle d\rangle=\langle a, b\rangle$;
(b) there exist $r, s \in R$ such that $d=r a+s b$; and
(c) if both $c$ and $d$ are greatest common divisors of $a$ and $b$, then $c$ and $d$ are associates.

### 4.5 The ideals of factoring

The link between divisibility and principal ideals in Lemma 4.44 implies that we can rewrite Definition 4.68 in terms of ideals. We start with the facts that (a) it's trivial to obtain the identity from a unit, and hence obtain the entire ring; and (b) since associates differ only by a unit, their ideals shouldn't differ at all.
Theorem 4.80. Let $R$ be an integral domain, and let $a, b \in R \backslash\{0\}$.
(A) $a$ is $a$ unit if and only if $\langle a\rangle=R$.
(B) $a$ and $b$ are associates if and only if $\langle a\rangle=\langle b\rangle$.

Example 4.81. This theorem gives us an alternate route to showing that some ring elements are units or associates (or not). In the Gaussian integers, $3 \notin\langle 1+i\rangle$, so $1+i$ is not a unit.

It likewise allows us to decide when two ideals are equal. Since $-i(1+i)=(1-i)$, and $-i$ is a unit, $\langle 1+i\rangle=\langle 1-i\rangle$.

Before proving the theorem, you should show that the generalization of Lemma 4.44 holds in an arbitrary ring.
Question 4.82.
Show that $a \mid b$ if and only if $\langle b\rangle \subseteq\langle a\rangle$ in any ring $R$.

Proof of Theorem 4.80. (A) This is a straightforward chain: $a$ is a unit if and only if there exists $b \in R$ such that $a b=1_{R}$, which is true if and only if $1_{R} \in\langle a\rangle$, which is true if and only if $R=\langle a\rangle$ (Question 4.35 and 4.34).
(B) Assume that $a$ and $b$ are associates. Let $c \in R \backslash\{0\}$ be a unit such that $a=b c$. By definition, $a \in\langle b\rangle$. Since any $x \in\langle a\rangle$ satisfies $x=a r=(b c) r=b(c r) \in\langle b\rangle$, we see that $\langle a\rangle \subseteq\langle b\rangle$. In addition, we can rewrite $a=b c$ as $a c^{-1}=b$, so a similar argument yields $\langle b\rangle \subseteq\langle a\rangle$.

Conversely, assume $\langle a\rangle=\langle b\rangle$. By definition, $a \in\langle b\rangle$, so there exists $c \in R$ such that $a=b c$. Likewise, $b \in\langle a\rangle$, so there exists $d \in R$ such that $b=a d$. By substitution, $a=b c=(a d) c$. Use the associative and distributive properties to rewrite this as $a(1-d c)=0$. By hypothesis, $a \neq 0$; since we are in an integral domain, $1-d c=0$. Rewrite this as $1=d c$; we see that $c$ and $d$ are units, which implies that $a$ and $b$ are associates.

Remark. In the proof, we do need $R$ to be an integral domain to show (B). For a counterexample, consider $R=\mathbb{Z}_{6}$; we have $\langle 2\rangle=\langle 4\rangle$, but $2 \cdot 2=4$ and $4 \cdot 2=2$. Neither 2 nor 4 is a unit, so 2 and 4 are not associates.

## Ideals of irreducible and prime elements

What about prime or irreducible elements of a ring? We'll preface the result with an example that leads to two new definitions.

Start with an irreducible element; for instance, $2 \in \mathbb{Z}$ (but not $2 \in \mathbb{Z}[i]$ ). Let $A=\langle 2\rangle$. What can we say about it? No other integer divides it, so Lemma 4.43 suggests that no other ideal can contain it - aside from $\mathbb{Z}$ itself, naturally. By definition, $\langle 2\rangle$ is the smallest ideal that contains 2, but it is also the largest proper ideal that contains 2.

Definition 4.83. Let $I, J$ be ideals in an integral domain $R$. If $I \subsetneq R$ and no other ideal of $R$ contains $I$, we call I a maximal ideal.

For prime elements, it might be more instructive to consider first an integer that is not prime, $6 \in \mathbb{Z}$. The fact that it is not prime means we can find two integers $a$ and $b$ such that $6 \mid a b$ but $6 \nmid a$ and $6 \nmid b$. For instance, if $a=3$ and $b=4$, we see that $6 \mid(3 \times 4)$ but $6 \nmid 3$ and $6 \nmid 4$. Applying Lemma 4.43 again, we see that $\langle 12\rangle \subseteq\langle 6\rangle$, while $\langle 3\rangle \nsubseteq\langle 6\rangle$ and $\langle 4\rangle \nsubseteq\langle 6\rangle$. On the other hand, when an integer $p$ is prime, we know that if $p \mid a b$, then $p \mid a$ or $p \mid b$; in terms of Lemma 4.43, we would say that if $\langle a b\rangle \subseteq\langle p\rangle$, then $\langle a\rangle \subseteq\langle p\rangle$ or $\langle b\rangle \subseteq\langle p\rangle$.

We can say something stronger than this! Recall from Question 4.39 that if $A$ and $B$ are ideals, then

$$
A B=\left\{\sum_{i=1}^{n} a_{i} b_{i}: n \in \mathbb{N}^{+}, a_{i} \in A, b_{i} \in B\right\}
$$

is also an ideal. A moment ago, we looked at $\langle a b\rangle$ when referring to a prime element $p$. What of $\langle a\rangle\langle b\rangle$ ? This is actually a larger ideal; for instance, you could have solved Question 4.40 by looking at

$$
\langle 6\rangle\langle 9\rangle=\langle 3\rangle ;
$$

after all, $\langle 6\rangle \subseteq\langle 3\rangle$ and $\langle 9\rangle \subseteq\langle 3\rangle$ just by using Lemma 4.43 , which easily gives us $\langle 6\rangle\langle 9\rangle \subseteq\langle 3\rangle$, whereas

$$
3=-1 \times 6+1 \times 9 \in\langle 6\rangle\langle 9\rangle,
$$

which easily gives us $\langle 6\rangle\langle 9\rangle \supseteq\langle 3\rangle$. So $\langle 6\rangle\langle 9\rangle=\langle 3\rangle$, but $\langle 6 \times 9\rangle=\langle 54\rangle$, period, full stop, etc. In fact, in the integers we can say that $\langle a\rangle\langle b\rangle=\langle\operatorname{gcd}(a, b)\rangle$.

## Question 4.84.

Why can we say that:
(a) $\langle 6\rangle \subseteq\langle 3\rangle$ and $\langle 9\rangle \subseteq\langle 3\rangle$ gives us $\langle 6\rangle\langle 9\rangle \subseteq\langle 3\rangle$ ? (perhaps not as "easily" as I claim above)
(b) In the integers, $\langle a\rangle\langle b\rangle=\langle\operatorname{gcd}(a, b)\rangle$ ?

Hint: As with Question 4.40, think about Bézout's Identity.

We will carry this stronger property of primes with us from $\mathbb{Z}$ to any integral domain.
Definition 4.85. Let $P$ be a proper ideal of an integral domain $R$. If, for any two ideals $A$ and $B$ of $R$, we find that $A B \subseteq P$ implies $A \subseteq P$ or $B \subseteq P$, we call $P$ a prime ideal.

Theorem 4.86. Let $R$ be an integral domain, and let $a, b \in R \backslash\{0\}$.
(A) In a principal ideal domain, $a$ is irreducible if and only if $\langle a\rangle$ is maximal.
(B) In a principal ideal domain, a is prime if and only if $\langle a\rangle$ is prime.

Proof. (A) Assume that $R$ is a principal ideal domain, and suppose first that $a$ is irreducible. Let $B$ be an ideal of $R$ such that $\langle a\rangle \subseteq B \subseteq R$. Since $R$ is a principal ideal domain, $B=\langle b\rangle$ for some $b \in R$. Since $a \in B=\langle b\rangle, a=r b$ for some $r \in R$. By definition of irreducible, $r$ or $b$ is a unit. If $r$ is a unit, then by definition, $a$ and $b$ are associates, and by part (B) $\langle a\rangle=\langle b\rangle=B$. Otherwise, $b$ is a unit, and by part (A) $B=\langle b\rangle=R$. Since $\langle a\rangle \subseteq B \subseteq R$ implies $\langle a\rangle=B$ or $B=R$, we can conclude that $\langle a\rangle$ is maximal.

For the converse, we show the contrapositive. Assume that $a$ is not irreducible; then there exist $r, b \in R$ such that $a=r b$ and neither $r$ nor $b$ is a unit. Thus $a \in\langle b\rangle$ and by Lemma 4.43 and part (B) of this lemma, $\langle a\rangle \subsetneq\langle b\rangle \subsetneq R$. In other words, $\langle a\rangle$ is not maximal. By the contrapositive, then, if $\langle a\rangle$ is maximal, then $a$ is irreducible.

Question 4.87.
Show part (B) of the theorem.

The discussion above did not require that $R$ be a principal ideal domain to show that if $\langle a\rangle$ is maximal, then $a$ is irreducible. This remains true even when $R$ is not a principal ideal domain.

On the other hand, it can happen that $a$ is irreducible when $R$ is not a principal ideal domain, but $\langle a\rangle$ is not maximal. To see why, consider any ring $R$, and its bivariate polynomial ring $R[x, y]$. Example 4.52 on page 124 shows that this is not a principal ideal domain, even if $R$ is! The element $x$ is irreducible, but $\langle x\rangle \subsetneq\langle x, y\rangle \subsetneq R[x, y]$, so $\langle x\rangle$ is not maximal.

In a similar way, your proof of part (B) should have shown that if $\langle a\rangle$ is prime, then $a$ is prime even if $R$ is not a principal ideal domain. The converse, however, need not be true.

In any case, we have the following result.
Theorem 4.88. Let $R$ be an integral domain, and let $p \in R$. If $\langle p\rangle$ is maximal, then $p$ is irreducible, and if $\langle p\rangle$ is prime, then $p$ is prime.

## How are prime and irreducible elements related?

The relationships we have discussed have many useful consequences. Ideals are a powerful enough tool that we can prove quite a few properties about both elements and rings through their ideals.

One question that comes to mind is, what is so special about $\mathbb{Z}$, that irreducible elements are prime? After all, it was not true about $\mathbb{Z}[i \sqrt{5}]$ ! The answer is not obvious if we think only about the properties of the elements per se, but it becomes easier if we think about their ideals. Your eyes should dart immediately to the different hypotheses in the theorems above: to prove one direction, we needed only an integral domain; to prove the other, we needed a principal ideal domain.

We have already shown that $\mathbb{Z}$ is a principal ideal domain (Theorem 4.53). Could it be that $\mathbb{Z}[i \sqrt{5}]$ is not? In the case we studied before, we had $2 \times 3=(1+i \sqrt{5})(1-i \sqrt{5})$. These elements are all irreducible. In $\mathbb{Z}$, joining two elements in a ring gives us an ideal generated by one element, their gcd (see Question 4.37, where you hopefully used Bézout's Identity); since $\operatorname{gcd}(2,3)=1$, we have $\langle 2,3\rangle=\langle 1\rangle$ in $\mathbb{Z}$, so $\langle 2,3\rangle=\mathbb{Z}$.

It's another story entirely in $\mathbb{Z}[i \sqrt{5}]$. Consider the ideal $I=\langle 2,1+i \sqrt{5}\rangle$. Both generators are irreducible, and they are not associates, but $1 \notin I!$ Hence $I \neq \mathbb{Z}[i \sqrt{5}]$, and we now have a chain

$$
2 \subsetneq I \subsetneq \mathbb{Z}[i \sqrt{5}] .
$$

Interestingly, 2 is irreducible, but its ideal is not maximal! On the other hand, the fact that 2 and $1+i \sqrt{5}$ are irreducible but not associates means no one element can generate I. So $\mathbb{Z}[i \sqrt{5}]$ is not a principal ideal domain!

Question 4.89.
What are the units of $\mathbb{Z}[i \sqrt{5}]$ ? Explain how this shows 2 and $1+i \sqrt{5}$ are not associates.

Question 4.90 .
How do we know $1 \notin I$ ?

We have our criterion for an irreducible element to be prime! Prove it for the general case.

## Question 4.91.

Suppose that $R$ is a principal ideal domain, and $r \in R$. Show that if $r$ is irreducible, then it is prime.

The converse is true even if we are not in a principal ideal domain.
Theorem 4.92. If $R$ is an integral domain and $p \in R$ is prime, then $p$ is irreducible.
Proof. Let $R$ be a ring with unity, and $p \in R$. Assume that $p$ is prime. Suppose that there exist $a, b \in R$ such that $p$ factors as $p=a b$. Since $p \cdot 1=a b$, the definition of prime implies that $p \mid a$ or $p \mid b$. Without loss of generality, there exists $q \in R$ such that $p q=a$. By substitution, $p=a b=(p q) b$. Since we are in an integral domain, it follows that $1_{R}=q b$; that is, $b$ is a unit.

We took an arbitrary prime $p$ that factored, and found that one of its factors is a unit. By definition, $p$ is irreducible.

To resolve the question, we must still decide whether an irreducible element is prime even when the ring is not a principal ideal domain. The answer is, "only sometimes." Giving an answer more precise than that takes us into the next section.

That said, you may be wondering why we worked with prime and irreducible elements in the context of integral domains. It may seem intuitive that zero divisors would throw off the properties we expect, but even if not, an ideal you already know provides a direct answer.

Example 4.93. Consider the ring $\mathbb{Z}_{6}$. This is not an integral domain, so our definition of a "prime" element doesn't apply, but it is not hard to verify that 2 satisfies the requirements of a prime element of $\mathbb{Z}_{6}$, if such a thing existed:

$$
\langle 2\rangle=\{0,2,4\},
$$

and if $2 \nmid a, 2 \nmid b$ then $2 \nmid a b$ :

$$
1 \times 1,1 \times 3,1 \times 5,3 \times 3,3 \times 5,5 \times 5 \notin\langle 2\rangle .
$$

Alas, 2 is not irreducible; after all, $2=8=2 \times 2 \times 2$, so 2 factors itself, even though it isn't a unit!

We have now answered one question posed at the beginning of the chapter:

- If $R$ is an integral domain, then prime elements are irreducible.
- If $R$ is a principal ideal domain, then irreducible elements are prime.

Because we are generally interested in factoring only for integral domains, many authors restrict the definition of prime so that it is defined only in an integral domain. In this case, a prime element is always irreducible, although the converse might not be true, since not all integral domains are principal ideal domains. We went beyond this in order to show, as we did above, why it is defined in this way. Since we maintain throughout most of this chapter the assumption that all rings are integral domains, one could shorten this to,

Fact 4.94 (Prime and irreducible elements in integral domains.). A prime element is always irreducible, but an irreducible element is not always prime.

Question 4.95.
Show that in an integral domain, factorization terminates iff every ascending sequence of principal ideals $\left\langle a_{1}\right\rangle \subseteq\left\langle a_{2}\right\rangle \subseteq \cdots$ is eventually stationary; that is, for some $n \in \mathbb{N}^{+},\left\langle a_{i}\right\rangle=$ $\left\langle a_{i+1}\right\rangle$ for all $i \geqslant n$.

## Chapter 5

## Cosets and Quotients

This section begins with a review of equivalence relations and classes. We then explore how equivalence relations and classes related to $\mathbb{Z}_{d}$ (Section 5•2). A relationship between clockwork rings and ideals motivates us to study how subgroups and ideals generalize the idea of division and modular arithmetic via cosets (Section $5 \cdot 3$ ). In finite groups and rings, we can count the number of cosets quite easily (Section $5 \cdot 4$ ). Cosets open the door to a special class of groups called quotient groups, (Sections 5•5).

## 5•1 Equivalence relations and classes

I remember one occasion when I tried to add a little seasoning to a review ... The domains of the underlying measures were not sets but elements of more general Boolean algebras, and their range consisted not of positive numbers but of certain abstract equivalence classes. My proposed first sentence was: "The author discusses valueless measures in pointless spaces."

- Paul Halmos

At this point we can tie together two topics that share a relationship you likely haven't noticed yet. In the following section, we tie it to a third phenomenon. At the end of the chapter, these will come together in a very beautiful relationship.

Throughout this section, $d \in \mathbb{N}^{+}$. We've written $a \equiv{ }_{d} b$ using a symbol $\equiv$ that looks like an equals sign, but does it behave like an equals sign? Don't rush into an answer; just because I use a symbol that looks like an equals sign, that doesn't mean it is. Three important and useful properties of an equals sign are the reflexive, symmetric, and transitive properties.

Definition 5.1. An equivalence relation on $S$ is a subset $R$ of $S \times S$ that satisfies the properties
reflexive: $\quad a \sim a$ for all $a \in S$;
symmetric: for all $a, b \in S$, if $a \sim b$, then $b \sim a$; and
transitive: for all $a, b, c \in S$, if $a \sim b$ and $b \sim c$, then $a \sim c$.
Does the $\equiv_{d}$ relationship of clockwork arithmetic satisfy these three properties?

Fact 5.2. For any integer $a, a \equiv{ }_{d} a$.
Why? The statement $a \equiv_{d} a$ translates to, " $a$ and $a$ have the same remainder after division by $d$." Even if we divide different ways, the Division Theorem guarantees that remainders are unique! So our clockwork equivalence is "reflexive", in that any integer is equivalent to itself.

Fact 5.3. For any integers $a$ and $b, a \equiv_{d} b$ implies $b \equiv_{d} a$.
Why? The statement that " $a$ and $b$ have the same remainder after division by $d$ " surely means (thanks in part to uniqueness of remainder) that " $b$ and $a$ have the same remainder after division by $d$," so our clockwork equivalence is symmetric.

Is it also transitive? This is a big deal, because substitution is a powerful tool, and substitution requires the transitive property; that is,

$$
\text { If } a \equiv_{d} b \quad \text { and } \quad b \equiv_{d} c, \quad \text { then } \quad \text { is } a \equiv_{d} c \quad \text { ? }
$$

What we're asking translates to,

- if $a$ and $b$ have the same remainder after division by $d$, and
- $\quad b$ and $c$ have the same remainder after division by $d$, then
- do $a$ and $c$ have the same remainder after division by $d$ ?

Fact 5.4. For any integers $a, b$, and $c, a \equiv_{d} b$ and $b \equiv_{d} c$ imply that $a \equiv_{d} c$.
Why? Let $r$ be the remainder of division of $a$ by $d$. This remainder is unique, so $a \equiv{ }_{d} b$ means it's the same as the remainder of division of $b$ by $d$. Likewise, $b \equiv_{d} c$ tells us that $r$ is the remainder of division of $c$ by $d$. We have $a \equiv_{d} c$.

There are plenty of relations that aren't equivalence relations.
Example 5.5. Define a relation $\sim$ on $\mathbb{Z}$ such that $a \sim b$ if $a b \in \mathbb{N}$. Is this an equivalence relation?

Reflexive? Let $a \in \mathbb{Z}$. By properties of arithmetic, $a^{2} \in \mathbb{N}$. By definition, $a \sim a$, and the relation is reflexive.

Symmetric? Let $a, b \in \mathbb{Z}$. Assume that $a \sim b$; by definition, $a b \in \mathbb{N}$. By the commutative property of multiplication, $b a \in \mathbb{N}$ also, so $b \sim a$, and the relation is symmetric.

Transitive? Let $a, b, c \in \mathbb{Z}$. Assume that $a \sim b$ and $b \sim c$. By definition, $a b \in \mathbb{N}$ and $b c \in \mathbb{N}$. I could argue that $a c \in \mathbb{N}$ using the trick

$$
a c=\frac{(a b)(b c)}{b^{2}},
$$

and pointing out that $a b, b c$, and $b^{2}$ are all natural, which suggests that $a c$ is also natural. However, this argument contains a fatal flaw. Do you see it?

It lies in the fact that we don't know whether $b=0$. If $b \neq 0$, then the argument above works just fine, but if $b=0$, then we encounter division by 0 , which you surely know is not allowed! (If you're not sure why it is not allowed, fret not. We explain this in a moment.)

This apparent failure should not discourage you; in fact, it gives us the answer to our original question. We asked if $\sim$ was an equivalence relation. It is not! This illustrates an important principle of mathematical study. Failures like this typically suggested an unexpected avenue to answer a question. In this case, the fact that $a \cdot 0=0 \in \mathbb{N}$ for any $a \in \mathbb{Z}$ implies that $1 \sim 0$ and $-1 \sim 0$. However, $1 \nsucc-1$ ! The relation is not transitive, so it cannot be an equivalence relation on this set!

In the context of an equivalence relation, related elements of a set are considered "equivalent".

Example 5.6. Let $\sim$ be a relation on $\mathbb{Z}$ such that $a \sim b$ if and only if $a$ and $b$ have the same remainder after division by 4 . Then $7 \sim 3$ and $7 \sim 19$ but $7 \nsim 6$.

We will find it very useful to group elements that are equivalent under a certain relation.
Definition 5.7. Let $\sim$ be an equivalence relation on a set $A$, and let $a \in A$. The equivalence class of $a$ in $A$ with respect to $\sim$ is $[a]=\{b \in S: a \sim b\}$, the set of all elements equivalent to a.

Example 5.8. Continuing our example above, $3,19 \in[7]$ but $6 \notin[7]$.
Normally, we think of the division of $n$ by $d$ as dividing a set of $n$ objects into $q$ groups, where each group contains $d$ elements, and $r$ elements are left over. For example, $n=23$ apples divided among $d=6$ bags gives $q=3$ apples per bag and $r=5$ apples left over.

Another way to look at division by $d$ is that it sorts every integer into one of $d$ sets, according to its remainder after division. An illustration using $d=4$ :

| $\mathbb{Z}:$ | $\ldots$ | -2 | -1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | $\ldots$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ | $\downarrow$ |  |
| division by 4: | $\ldots$ | 2 | 3 | 0 | 1 | 2 | 3 | 0 | 1 | 2 | $\ldots$ |

In other words, division by 4 "divides" $\mathbb{Z}$ into the sets

$$
\begin{align*}
A & =\{\ldots,-4,0,4,8, \ldots\}=[0] \\
B & =\{\ldots,-3,1,5,9, \ldots\}=[1] \\
C & =\{\ldots,-2,2,6,10, \ldots\}=[2]  \tag{5.1}\\
D & =\{\ldots,-1,3,7,11, \ldots\}=[3] .
\end{align*}
$$

Observe that

which means to say that

- the sets $A, B, C$, and $D$ cover $\mathbb{Z}$; that is,

$$
\mathbb{Z}=A \cup B \cup C \cup D
$$

and

- the sets $A, B, C$, and $D$ are disjoint; that is,

$$
A \cap B=A \cap C=A \cap D=B \cap C=B \cap D=C \cap D=\varnothing .
$$

When a collection $\mathcal{B}$ of subsets of a set $S$ form a disjoint cover, we call that collection a partition.

Example 5.9. In the example above, $S=\mathbb{Z}$ and the collection $\mathcal{B}=\{A, B, C, D\}$ where $A, B$, $\mathcal{C}$, and $D$ are defined as in (5.1). Since the elements of $\mathcal{B}$ are disjoint, and they cover $\mathbb{Z}$, we conclude that $\mathcal{B}$ is a partition of $\mathbb{Z}$.

There is nothing special about the number " 4 " in this discussion; clockwork arithmetic always induces a partition. Is this true of every equivalence relation?

Surprisingly, yes! Actually, it isn't so surprising if you just think about the meaning of an equivalence relation:

- the reflexive property implies that every element is in relation with itself, and
- the symmetric and transitive properties help ensure that no element can be related to two elements that are not themselves related.

Theorem 5•10. An equivalence relation partitions a set, and any partition of a set defines an equivalence relation.

Proof. Does any partition of any set define an equivalence relation? Let $S$ be a set, and $\mathcal{B}$ a partition of $S$. Define a relation $\sim$ on $S$ in the following way: $x \sim y$ if and only if $x$ and $y$ are in the same element of $\mathcal{B}$. That is, if $X \in \mathcal{B}$ is the set such that $x \in X$, then $y \in X$ as well.

We claim that $\sim$ is an equivalence relation. It is reflexive because a partition covers the set; that is, $S=\bigcup_{B \in \mathcal{B}}$, so for any $x \in S$, we can find $B \in \mathcal{B}$ such that $x \in B$, which means the statement that " $x$ is in the same element of $\mathcal{B}$ as itself" $(x \sim x)$ actually makes sense. The relation is symmetric because $x \sim y$ means that $x$ and $y$ are in the same element of $\mathcal{B}$, which is equivalent to saying that $y$ and $x$ are in the same element of $\mathcal{B}$; after all, set membership is not affected by which element we list first. So, if $x \sim y$, then $y \sim x$. Finally, the relation is transitive because distinct elements of a partition are disjoint. Let $x, y, z \in S$, and assume $x \sim y$ and $y \sim z$. Choose $X, Z \in \mathcal{B}$ such that $x \in X$ and $z \in Z$. The symmetric property tells us that $z \sim y$, and the definition of the relation implies that $y \in X$ and $y \in Z$. The fact that they share a common element tells us that $X$ and $Z$ are not disjoint $(X \cap Z \neq \varnothing)$. By the definition of a partition, $X$ and $Z$ are not distinct, or, $X=Z$. That shows $x$ and $z$ are in the same element of the partition, so $x \sim z$.

Does an equivalence relation partition a set? Let $S$ be a set, and $\sim$ an equivalence relation on $S$. If $S$ is empty, the claim is "vacuously true;"that is, nothing about $S$ can make it false. So assume $S$ is non-empty. Let $s \in S$. Notice that $[s] \neq \varnothing$, since the reflexive property of an equivalence relation guarantees that $s \sim s$, which implies that $s \in[s]$.

Let $\mathcal{B}$ be the set of all equivalence classes of elements of $S$; that is, $\mathcal{B}=\{[s]: s \in S\}$. We have already seen that every $s \in S$ appears in its own equivalence class, so $\mathcal{B}$ covers $S$. Are distinct equivalence classes also disjoint?

Let $X, Y \in \mathcal{B}$ and assume that assume that $X \cap Y \neq \varnothing$; this means that we can choose $z \in X \cap Y$. By definition, $X=[x]$ and $Y=[y]$ for some $x, y \in S$. By definition of $X=[x]$ and $Y=[y]$, we know that $x \sim z$ and $y \sim z$. Now let $w \in X$ be arbitrary; by definition, $x \sim w$; by the symmetric property of an equivalence relation, $w \sim x$ and $z \sim y$; by the transitive property of an equivalence relation, $w \sim z$, and by the same reasoning, $w \sim y$. Since $w$ was an arbitrary element of $X$, every element of $X$ is related to $y$; in other words, every element of $X$ is in $[y]=Y$, so $X \subseteq Y$. A similar argument shows that $X \supseteq Y$. By definition of set equality, $X=Y$.

We took two arbitrary equivalence classes of $S$, and showed that if they were not disjoint, then they were not distinct. The contrapositive states that if they are distinct, then they are disjoint. Since the elements of $\mathcal{B}$ are equivalence classes of $S$, we conclude that distinct elements of $\mathcal{B}$ are disjoint. They also cover $S$, so as claimed, $\mathcal{B}$ is a partition of $S$ induced by the equivalence relation.

Question 5.11.
(a) Show that divisibility is transitive for the natural numbers; that is, if $a, b, c \in \mathbb{N}, a \mid b$, and $b \mid c$, then $a \mid c$.
(b) However, divisibility is not an equivalence relation. Show that it is not symmetric.
(c) In fact, divisibility is a partial ordering for the natural numbers. Show why.
(d) Can a partial ordering ever be an equivalence relation? Explain.

## Question 5.12.

(a) Explain why $2 \cdot 3 \equiv{ }_{6} 0$.
(b) Integer equations such as

$$
(x+1)(x+2)=0
$$

rely on the equivalence relation properties of equality. In this case, we can solve the equation by rewriting it as

$$
x+1=0 \quad \text { or } \quad x+2=0 .
$$

Explain how part (a) shows that we cannot do this for

$$
(x+1)(x+2) \equiv_{6} 0 .
$$

We observe, then, that integer equations really are a special kind of equivalence relation; that is, they enjoy a property that not all equivalence relations enjoy, even when they look similar.

## Question 5.13.

Define a relation $\bowtie$ on $\mathbb{Q}$, the set of rational numbers, in the following way:

$$
a \bowtie b \text { if and only if } a-b \in \mathbb{Z} .
$$

(a) Give some examples of rational numbers that are related. Include examples where $a$ and $b$ are not themselves integers.
(b) Show that that $a \bowtie b$ if they have the same sign and the same fractional part. That is, if we write $a$ and $b$ in decimal form, we see exactly the same numbers on the right hand side of the decimal point, in exactly the same order. (You may assume, without proof, that we can write any rational number in decimal form.)
(c) Is $\bowtie$ an equivalence relation?

For any $a \in \mathbb{Q}$, let $S_{a}$ be the set of all rational numbers $b$ such that $a \bowtie b$. We'll call these new sets classes.
(d) Is every $a \in \mathbb{Q}$ an element of some class? If so, which? If not, why not?
(e) Show that if $S_{a} \neq S_{b}$, then $S_{a} \cap S_{b}=\varnothing$.
(f) Does $\bowtie$ partition $\mathbb{Q}$ ?

So far, we've restricted ourselves to talking about clockwork groups, but here's the surprise: these are intimately related to isomorphism. We tease you with your first hint here, another hint in the next section, and the full glory later on.

Question 5.14.
Let $(M, \times),(N,+)$, and $(P, \sqcap)$ be monoids.
(a) Show that the identity function $I(m)=m$ is an isomorphism on $M$.
(b) Suppose that we know $(M, \times) \cong(N,+)$. That means there is an isomorphism $f: M \rightarrow N$. One of the requirements of isomorphism is that $f$ be a bijection. Recall from previous classes that this means $f$ has an inverse function, $f^{-1}: N \rightarrow M$. Show that $f^{-1}$ is an isomorphism.
Hint: You need to show that $f^{-1}(x y)=f^{-1}(x) f^{-1}(y)$ for every $x, y \in N$. You already know $f$ is an isomorphism, so you can find $a, b \in M$ such that $f(a)=x$ and $f(b)=y$. The fact that $f$ is a homomorphism will help you a lot with showing $f^{-1}$ is a homomorphism.
(c) Suppose that we know $(M, \times) \cong(N,+)$ and $(N,+) \cong(P, \sqcap)$. As above, we know there exist isomorphisms $f: M \rightarrow N$ and $g: N \rightarrow P$. Let $h=g \circ f$; that is, $h$ is the composition of the functions $g$ and $f$. Explain why $h: M \rightarrow P$, and show that $h$ is also an isomorphism.
(d) Explain how (a), (b), and (c) prove that isomorphism is an equivalence relation.

## 5•2 Clockwork rings and ideals

In this section, we combine our work using remainders to create a consistent "clockwork arithmetic" (Sections $2 \cdot 1,5 \cdot 1$, and $3 \cdot 4$ ) with our observation that the multiples of an integer form an ideal of a ring, and thus a subgroup of a group (Section 4•2). We highlight some relationships between these two phenomena, which the following sections generalize to other situations.

Recall that we defined $\mathbb{Z}_{d}$ as the set of remainders $\{0,1, \ldots, d-1\}$ and that this forms a ring under addition and multiplication, modulo $d$. This congruence relationship (modulo $d$ ) is an equivalence relation, and we saw that this means it partitions the integers via the elements of $d \mathbb{Z}$.

Example 5.15. In Section $5 \cdot 1$ we considered the case where $d=4$. We'll rename those equivalence classes from $A, B, C$, and $D$ to

$$
\begin{aligned}
4 \mathbb{Z} & =\{\ldots,-4,0,4,8, \ldots\} \\
1+4 \mathbb{Z} & =\{\ldots,-3,1,5,9, \ldots\} \\
2+4 \mathbb{Z} & =\{\ldots,-2,2,6,10, \ldots\} \\
3+4 \mathbb{Z} & =\{\ldots,-1,3,7,11, \ldots\} .
\end{aligned}
$$

We will see in a moment that we can write them differently, using any element of that equivalence class:

$$
\begin{aligned}
4+4 \mathbb{Z} & =\{\ldots,-4,0,4,8, \ldots\} \\
-3+4 \mathbb{Z} & =\{\ldots,-3,1,5,9, \ldots\} \\
10+4 \mathbb{Z} & =\{\ldots,-2,2,6,10, \ldots\} \\
7+4 \mathbb{Z} & =\{\ldots,-1,3,7,11, \ldots\} .
\end{aligned}
$$

However, it's typical to use the remainder, and we call that way of writing these equivalence classes the canonical representation for each equivalence class.

In general, if $X$ is an equivalence class of the remainder after division by $d$, we write $X=$ $x+d \mathbb{Z}$ for any $x \in X$. This notation causes no confusion, since the equivalence class is a partition, and forces every element of $\mathbb{Z}$ into a unique class. We can actually make a stronger statement:

Fact 5.16. Two such equivalence classes $X$ and $Y$ d are equal if and only if any representations $X=$ $x+d \mathbb{Z}$ and $Y=y+d \mathbb{Z}$ satisfy the relationship $d \mid(x-y)$.

Why? The equivalence classes partition $\mathbb{Z}$, so $X=Y$ if and only if $x \equiv y$ modulo $d$. By definition, $d \mid(x-y)$.

For instance, our example above shows that $1+4 \mathbb{Z}=-3+4 \mathbb{Z}$. Here we have $x=1$ and $y=-3$, and indeed $4 \mid(1-(-3))$.

Henceforth we write $\mathbb{Z} / d \mathbb{Z}$ for the set of equivalence classes of the remainders after division by $d$. Another observation:

Fact 5.17. The set $\mathbb{Z} / \mathrm{d} \mathbb{Z}$ of equivalence classes of the remainders after division by d forms a ring under the following arithmetic:

$$
(a+d \mathbb{Z})+(b+d \mathbb{Z})=(a+b)+d \mathbb{Z} \text { and } \quad(a+d \mathbb{Z})(b+d \mathbb{Z})=(a b)+d \mathbb{Z}
$$

In fact, this ring is isomorphic to $\mathbb{Z}_{d}$.
Example 5.18. Recall that $\mathbb{Z} / 4 \mathbb{Z}=\{4 \mathbb{Z}, 1+4 \mathbb{Z}, 2+4 \mathbb{Z}, 3+4 \mathbb{Z}\}$. Addition in this group will always give us one of those four representations of the classes:

$$
\begin{aligned}
& (2+4 \mathbb{Z})+(1+4 \mathbb{Z})=3+4 \mathbb{Z} \\
& (1+4 \mathbb{Z})+(3+4 \mathbb{Z})=4+4 \mathbb{Z}=4 \mathbb{Z} \\
& (2+4 \mathbb{Z})+(3+4 \mathbb{Z})=5+4 \mathbb{Z}=1+4 \mathbb{Z}
\end{aligned}
$$

and so forth. Likewise, multiplication will give us one of those four representations of classes:

$$
\begin{aligned}
& (0+4 \mathbb{Z})(2+4 \mathbb{Z})=0+4 \mathbb{Z} \\
& (1+4 \mathbb{Z})(3+4 \mathbb{Z})=3+4 \mathbb{Z} \\
& (2+4 \mathbb{Z})(3+4 \mathbb{Z})=6+4 \mathbb{Z}=2+4 \mathbb{Z}
\end{aligned}
$$

and so forth.
Why is Fact 5.17 true? Let $f: \mathbb{Z}_{d} \rightarrow(\mathbb{Z} / d \mathbb{Z})$ map a remainder $r$ to the equivalence class $r+d \mathbb{Z}$. We claim that $f$ is one-to-one and onto, and it also preserves addition, multiplication, and multiplicative identity. In this case, $\mathbb{Z} / d \mathbb{Z}$ will be a ring, as claimed. To see why, observer that any sum of classes corresponds to addition of two remainders, their preimages via $f$. The sum of these remainders gives another remainder, which $f$ maps to a class that corresponds to the defined addition. This shows closure of addition; the remaining properties will follow similarly.

So let $a, b \in \mathbb{Z}_{d} ; f$ maps them to $A=a+d \mathbb{Z}$ and $B=b+d \mathbb{Z}$. First we show the homomorphism properties of a ring. For addition, we need to show that $f(a+b)$ is the same class as

$$
f(a)+f(b)=(a+d \mathbb{Z})+(b+d \mathbb{Z})=(a+b)+d \mathbb{Z} .
$$

Let $r$ be the remainder of division of $a+b$ by $d$; we have have

$$
f(a+b) \underset{\text { subst }}{=} f(r) \underset{\text { def of } f}{=} r+d \mathbb{Z}
$$

So we really need to show that

$$
(a+b)+d \mathbb{Z}=r+d \mathbb{Z}
$$

that is, $a+b$ and $r$ lie in the same equivalence class. By the definition of our equivalence classes, this is equivalent to saying that $a+b \equiv_{d} r$, but that is true by definition of $r$ (the remainder of $a+b)$. Hence $f(a+b)=f(a)+f(b)$. Preservation of multiplication is shown so similarly that we pass over it. As for the multiplicative identity,

$$
(1+d \mathbb{Z})(a+d \mathbb{Z})=a+d \mathbb{Z}=(a+d \mathbb{Z})(1+d \mathbb{Z})
$$

regardless of the choice of $a$, making $1+d \mathbb{Z}$ the identity of $\mathbb{Z} / d \mathbb{Z}$, but $f(1)=1+d \mathbb{Z}$, so the identity is preserved. It remains to show that $f$ is one-to-one and onto.

One-to-one? Let $a, b \in \mathbb{Z}_{d}$, and assume $f(a)=f(b)$. By definition of $f$, this means $a+d \mathbb{Z}=$ $b+d \mathbb{Z}$; by Fact 5.16, $d \mid(a-b)$. As remainder, however, $0 \leqslant a, b<d$, so $-d<a-b<d$. The only multiple of $d$ between $-d$ and $d$ itself is 0 , so $a-b=0$; in other words, $a=b$.

Onto? For any class $a+d \mathbb{Z}$, let $r$ be the remainder of division of $a$ by $d$; then $f(r)=r+d \mathbb{Z}$. We need $f(r)=a+d \mathbb{Z}$, but this is no problem; by the Division Theorem, we can find $q \in \mathbb{Z}$ such that $a=q d+r$, or $a-r=q d$, which by Fact 5.16 means $f(r)=r+d \mathbb{Z}=a+d \mathbb{Z}$, as desired.

It is burdensome to write $a+n \mathbb{Z}$ whenever we want to discuss an element of $\mathbb{Z} / d \mathbb{Z}$, so we adopt the following convention.
Notation 5.19. Let $A \in \mathbb{Z} / d \mathbb{Z}$ and choose $a \in \mathbb{Z}$ such that $A=a+d \mathbb{Z}$.

- If it is clear from context that $A$ is an element of $\mathbb{Z} / d \mathbb{Z}$, then we simply write $a$ instead of $a+d \mathbb{Z}$.
- If we want to emphasize that $A$ is an element of $\mathbb{Z} / d \mathbb{Z}$ (perhaps there are a lot of integers hanging about) then we write $[a]_{d}$ instead of $a+d \mathbb{Z}$.
- If the value of $d$ is obvious from context, we simply write $[a]$.

To help you grow accustomed to the notation $[a]_{d}$, we use it for the rest of this chapter, even when $d$ is mindbogglingly obvious.

Definition 5.20. On account of Fact 5.17, we can designate the remainder of division of $a$ by $d$, whose value is between 0 and $|d|-1$, inclusive, as the canonical representation of $[a]_{d}$ in $\mathbb{Z} / d \mathbb{Z}$.

Question 5.21.
Write out the Cayley tables for $\mathbb{Z} / 2 \mathbb{Z}$ and $\mathbb{Z} / 3 \mathbb{Z}$ (both addition and multiplication).

## Question 5.22.

Write out the Cayley table for $\mathbb{Z} / 5 \mathbb{Z}$ (both addition and multiplication). Which elements generate $\mathbb{Z} / 5 \mathbb{Z}$ ?

## Question 5.23.

Write down the Cayley table for $\mathbb{Z} / 6 \mathbb{Z}$ (both addition and multiplication). Which elements generate $\mathbb{Z} / 6 \mathbb{Z}$ ?

We now present two more properties. Both properties follow immediately from the isomorphism between $\mathbb{Z} / d \mathbb{Z}$ and $\mathbb{Z}_{d}$, so we do not provide any further proof.

Theorem 5.24. $\mathbb{Z} / d \mathbb{Z}$ is finite for every nonzero $d \in \mathbb{Z}$. In fact, if $d \neq 0$ then $\mathbb{Z} / d \mathbb{Z}$ has $|d|$ elements corresponding to the remainders from division by $d: 0,1,2, \ldots, d-1$.

Question 5.25.
What if $d=0$ ? How many elements would $\mathbb{Z} / d \mathbb{Z}$ have? You can't use division here, so you have to rely on the equivalence classes, not the isomorphism. Illustrate a few additions and subtractions, and indicate whether you think that $\mathbb{Z} / 0 \mathbb{Z}$ is an interesting or useful group.

## Question 5.26.

In the future, we won't consider $\mathbb{Z} / d \mathbb{Z}$ when $d<0$. Show that this is because $\mathbb{Z} / d \mathbb{Z}=\mathbb{Z} /|d| \mathbb{Z}$. (Notice that this asks for equality, not merely isomorphism.)

Questions 2.36 on page 50 and 2.37 on page 50 tell us that there is only one group of order 2 (up to isomorphism) and only one group of order 3 (up to isomorphism). So the structure of $\mathbb{Z} / 2 \mathbb{Z}$ and $\mathbb{Z} / 3 \mathbb{Z}$ was determined well before you ever looked at Question 5.21 on the preceding page. On the other hand, there are two possible structures for a group of order 4: the Klein 4-group, and a cyclic group. (See Question 2.38 on page 50.) Which of these structures does $\mathbb{Z} / 4 \mathbb{Z}$ have? Again, isomorphism gives it away.

Theorem 5.27. $\mathbb{Z} / d \mathbb{Z}$ is cyclic for every $d \in \mathbb{Z}$.
This theorem has a more general version, which you will prove in the homework.
A natural and interesting followup question is, which non-zero elements do generate $\mathbb{Z} / \mathrm{d} \mathbb{Z}$ ? You need a bit more background in number theory before you can answer that question, but you can still formulate a hypothesis.

Question 5.28.
Write out a Cayley table for $\mathbb{Z}_{4}$, and compare it to the results of Questions 5.21, 5.22, and 5.23. Formulate a conjecture as to which elements generate $\mathbb{Z}_{n}$, for arbitrary $n$.

## Question 5.29.

Use Bézout's Lemma to prove your conjecture in Question 5.28. Hint: If $a \in \mathbb{Z}_{n}$ generates $\mathbb{Z}_{n}$, then $a b=1$ for some $b \in \mathbb{Z}$. Bézout's Lemma should help you find $b$. On the other hand, if 1 is a multiple of $a$, then so is every other element of $\mathbb{Z}_{n}$ - why?

The following important lemma gives an "easy" test for whether two integers are in the same class of $\mathbb{Z} / d \mathbb{Z}$, and summarizes what we have done in this section.

Lemma 5.30. Let $a, b, d \in \mathbb{Z}$ and assume that $d \neq 0$. The following are equivalent.
(A) $a+d \mathbb{Z}=b+d \mathbb{Z}$.
(B) $[a]_{d}=[b]_{d}$.
(C) $d \mid(a-b)$.

Proof. (A) is equivalent to (B) by definition of the notation $[a]_{d}$ (see above), and (A) is equivalent to (C) by Fact 5.16.

## 5•3 Partitioning groups and rings

We saw in Section $5 \cdot 1$ how clockwork arithmetic uses division to partition the integers according to their remainder. We also found that this partition has group and ring structures; for instance, it's pretty clear that $3+5 \equiv_{6} 2$, but a few additions and subtractions show that $3 \equiv-3,5 \equiv 11$, and $2 \equiv 62$; the equivalence classes thus tell us that $-3+11 \equiv 62$. We also saw in Section 3.1 that working with division of polynomials gave us a way to model roots and build complex numbers.

Can we do this with other groups and rings? Indeed we can, using a tool called cosets. Students often have a hard time wrapping their minds around cosets, so we'll start with an introductory example that should give you an idea of how cosets "look" in a group. Then we'll define cosets, and finally look at some of their properties.

## The idea

Two aspects of division were critical for making clockwork arithmetic an equivalence relation, and thus a way to partition of $\mathbb{Z}$ :

- existence of a remainder, which implies that every integer belongs to at least one class, which in turn implies that the union of the classes covers $\mathbb{Z}$; and
- uniqueness of the remainder, which implies that every integer ends up in only one set, so that the classes are disjoint.

Using the vocabulary of groups, recall from Section 138 the sets

$$
\begin{aligned}
A & =\{\ldots,-4,0,4,8, \ldots\}=[0] \\
B & =\{\ldots,-3,1,5,9, \ldots\}=[1] \\
C & =\{\ldots,-2,2,6,10, \ldots\}=[2] \\
D & =\{\ldots,-1,3,7,11, \ldots\}=[3] .
\end{aligned}
$$

Recall from Section 107 that $A=4 \mathbb{Z}<\mathbb{Z}$, so it is a group under addition. The other sets are not groups; after all, they lack the additive identity.

What interests us is how the equivalence classes relate to the subgroup. All elements of $B$ have the form $1+a$ for some $a \in A$. For example, $-3=1+(-4)$. Likewise, all elements of $C$ have the form $2+a$ for some $a \in A$, and all elements of $D$ have the form $3+a$ for some $a \in A$. So if we define

$$
1+A:=\{1+a: a \in A\}
$$

then

$$
\begin{aligned}
1+A & =\{\ldots, 1+(-4), 1+0,1+4,1+8, \ldots\} \\
& =\{\ldots,-3,1,5,9, \ldots\} \\
& =\text { B. }
\end{aligned}
$$

Likewise, we can write $A=0+A$ and $C=2+A, D=3+A$.

Pursuing this further, you can check that

$$
\cdots=-3+A=1+A=5+A=9+A=\cdots
$$

and so forth. Interestingly, all the sets in the previous line are the same as $B$ ! In addition, $1+A=5+A$, and $1-5=-4 \in A$. The same holds for $C: 2+A=10+A$, and $2-10=-8 \in A$. This relationship will prove important at the end of the section.

So the partition by remainders of division by four is related to the subgroup A of multiples of 4 . How can we generalize this phenomenon to other groups, even nonabelian ones?

Definition 5.31. Let $G$ be a group and $A<G$. Let $g \in G$. We define the left coset of $A$ with $g$ as

$$
g A=\{g a: a \in A\}
$$

and the right coset of $A$ with $g$ as

$$
A g=\{a g: a \in A\} .
$$

In general, left cosets and right cosets are not equal, partly because the operation might not commute. If we speak of "cosets" without specifying "left" or "right", we mean "left cosets".

Example 5.32. Recall the group $D_{3}$ from Section 3.6 and the subgroup $H=\langle\varphi\rangle=\{1, \varphi\}$ from Example 4.8. In this case,

$$
\rho H=\{\rho, \rho \varphi\} \text { and } H \rho=\{\rho, \varphi \rho\} .
$$

Since $\varphi \rho=\rho^{2} \varphi \neq \rho \varphi$, we see that $\rho H \neq H \rho$.
Question 5.33.
In Question 4.17, you showed that $\Omega_{2}<\Omega_{8}$. Compute the left and right cosets of $\Omega_{2}$ in $\Omega_{8}$.

Question 5.34.
Let $\{\Omega, a, b, a+b\}$ be the Klein 4-group. (See Questions 2.38 on page $50,3.45$ on page 74 , and 4.18 on page 113.) Compute the left and right cosets of $\langle a\rangle$.

Question 5.35.
Compute the left and right cosets of $\langle\mathbf{j}\rangle$ in $Q_{8}$.

For some subgroups, left and right cosets are always equal. This is always true in abelian groups, as illustrated by Example 5.37.

Question 5.36.
Show explicitly why left and right cosets are equal in abelian groups.

If $A$ is an additive subgroup, we write the left and right cosets of $A$ with $g$ as $g+A$ and $A+g$. Rings are abelian groups under addition, with ideals as subgroups, so if $R$ is a ring, $A \triangleleft R$, and $r \in R$, then we write the coset of $A$ with $r$ is $r+A$. For now we focus on the theory of cosets in the context of groups, as this applies equally to cosets of ideals of rings.

Example 5.37. Consider the subgroup $H=\{(a, 0): a \in \mathbb{R}\}$ of $\mathbb{R}^{2}$ from Question 4.14. Let $p=(3,-1) \in \mathbb{R}^{2}$. The coset of $H$ with $p$ is

$$
\begin{aligned}
p+H & =\{(3,-1)+q: q \in H\} \\
& =\{(3,-1)+(a, 0): a \in \mathbb{R}\} \\
& =\{(3+a,-1): a \in \mathbb{R}\} .
\end{aligned}
$$

Sketch some of the points in $p+H$, and compare them to your sketch of $H$ in Question 4.14. How does the coset compare to the subgroup?

Generalizing this further, every coset of $H$ has the form $p+H$ where $p \in \mathbb{R}^{2}$. Elements of $\mathbb{R}^{2}$ are points, so $p=(x, y)$ for some $x, y \in \mathbb{R}$. The coset of $H$ with $p$ is

$$
p+H=\{(x+a, y): a \in \mathbb{R}\} .
$$

Sketch several more cosets. How would you describe the set of all cosets of $H$ in $\mathbb{R}^{2}$ ?
Question 5.38.
Recall the subgroup $L$ of $\mathbb{R}^{2}$ from Question 4.14 on page 111.
(a) Give a geometric interpretation of the $\operatorname{coset}(3,-1)+L$.
(b) Give an algebraic expression that describes $p+L$, for arbitrary $p \in \mathbb{R}^{2}$.
(c) Give a geometric interpretation of the cosets of $L$ in $\mathbb{R}^{2}$.
(d) Use your answers to (a) and (c) give a geometric description of how cosets of $L$ partition $\mathbb{R}^{2}$.

A group does not have to be abelian for the left and right cosets to be equal. When deciding if $g A=A g$, we are not deciding whether elements of $G$ commute, but whether subsets of $G$ are equal. Returning to $D_{3}$, we can find a subgroup whose left and right cosets are equal even though the group is not abelian and the operation is not commutative.

Example 5.39. Let $K=\left\{l, \rho, \rho^{2}\right\}$; certainly $K<D_{3}$, after all, $K=\langle\rho\rangle$. In this case, $\alpha K=K \alpha$ for all $\alpha \in D_{3}$ :

| $\alpha$ | $\alpha K$ | $K \alpha$ |
| :---: | :---: | :---: |
| $l$ | $K$ | $K$ |
| $\varphi$ | $\left\{\varphi, \varphi \rho, \varphi \rho^{2}\right\}$ | $\left\{\varphi, \rho \varphi, \rho^{2} \varphi\right\}$ |
| $\rho$ | $K$ | $K$ |
| $\rho^{2}$ | $K$ | $K$ |
| $\rho \varphi$ | $\left\{\rho \varphi,(\rho \varphi) \rho,(\rho \varphi) \rho^{2}\right\}$ | $\left\{\rho \varphi, \varphi, \rho^{2} \varphi\right\}$ |
| $\rho^{2} \varphi$ | $\left\{\rho^{2} \varphi,\left(\rho^{2} \varphi\right) \rho,\left(\rho^{2} \varphi\right) \rho^{2}\right\}$ | $\left\{\rho^{2} \varphi, \rho \varphi, \varphi\right\}$ |

In each case, the sets $\varphi K$ and $K \varphi$ are equal, even though $\varphi$ does not commute with $\rho$. (You should verify these computations by hand.)

Question 5.40.
In Question 4.12 on page 110, you found another subgroup $K$ of order 2 in $D_{3}$. Does $K$ satisfy the property $\alpha K=K \alpha$ for all $\alpha \in D_{3}$ ?

When a subgroup's left and right cosets are always equal, we call it a normal subgroup of its group. Normal subgroups play a critical role in later sections, but we won't worry too much about them at the moment.

You might notice a few things. In each case, every element appears in a coset: a subgroup $A$ always contains the identity, so any $g$ appears in "its own" coset $g A$. On the other hand, $g$ seems to appear only in $g A$, and in no other other coset! After all, $\varphi K$ and $(\rho \varphi) K$ differ only superficially; when you consider their contents, you find that they are equal. This sounds an awful lot like the partition we were aiming for. Does it hold true in general? What other properties might cosets contain?

## Properties of Cosets

We present some properties of cosets that illustrate further their similarities to division.
Theorem 5•41. The cosets of a subgroup partition the group.
Before proving this, we pause to point out that combining Theorems $5 \cdot 41$ and $5 \cdot 10$ implies another nice result.

Corollary 5.42. Let $A<G$. Define a relation $\sim$ on $x, y \in G$ by

$$
x \sim y \quad \Longleftrightarrow \quad x \text { is in the same coset of } A \text { as } y .
$$

This relation is an equivalence relation.
We will make repeated use of this equivalence relation.
Proof of Theorem 5.41. Let $G$ be a group, and $A<G$. We have to show two things:
(CP1) the cosets of A cover $G$, and
(CP2) distinct cosets of $A$ are disjoint.
We show (CP1) first. Let $g \in G$. The definition of a group tells us that $g=g я$. Since $я \in A$ by definition of subgroup, $g=g я \in g A$. Since $g$ was arbitrary, every element of $G$ is in some coset of $A$. Hence the union of all the cosets is $G$.

For (CP2), let $X$ and $Y$ be arbitrary cosets of $A$. Assume that $X$ and $Y$ are distinct; that is, $X \neq Y$. We need to show that they are disjoint; that is, $X \cap Y=\varnothing$. We will show the contrapositive instead; that is, we will assume $X \cap Y \neq \varnothing$, and show $X=Y$. A contrapositive is logically equivalent to the original statement, so we will have accomplished our goal.

To prove the contrapositive, assume $X \cap Y \neq \varnothing$. By definition of intersection, we can find $z \in X \cap Y$. By definition of a coset, there exist $x, y \in G$ such that $X=x A$ and $Y=y A$; we can write $z=x a$ and $z=y b$ for some $a, b \in A$. By substitution, $x a=y b$, so $x=(y b) a^{-1}$, or

$$
\begin{equation*}
x=y\left(b a^{-1}\right) . \tag{5.2}
\end{equation*}
$$

We still have to show that $X=Y$. We show this by showing that $X \subseteq Y$ and $X \supseteq Y$. For the former, let $w \in X$; by definition of $X, w=x A$ for some $A \in A$. Applying our conversion mechanism,

$$
w=x a=\left[y\left(b a^{-1}\right) a\right]=y\left[\left(b a^{-1}\right) a\right] \in y A .
$$

We chose $w$ as an arbitrary element of $X$, so $X \subseteq Y$. The proof that $X \supseteq Y$ is so similar that we omit it. By definition of set equality, $X=Y$. Inasmuch as $X$ and $Y$ were arbitrary, this holds for all cosets of $A$ : if two cosets of $A$ are not disjoint, then they are not distinct.

Having shown (CP2) and (CP1), we have shown that the cosets of A partition $G$.
We conclude this section with three facts that allow us to decide when cosets are equal.
Lemma 5.43 (Equality of cosets). Let $G$ be a group and $A<G$. All of the following hold:
(CE1) $я A=A$.
(CE2) For all $g \in G, g A=A$ if and only if $g \in A$.
(CE3) For all $g, h \in G, g A=h A$ if and only if $g \in h A$.
(CE4) For all $g, h \in G, g A=h A$ if and only if $g^{-1} h \in A$.
As usual, you should keep in mind that in additive groups (and thus in rings) the first three conditions translate to
(CE1) $0+A=A$.
(CE2) For all $g \in G, g \in A$ if and only if $g+A=A$.
(CE3) For all $g, h \in G, g+A=h+A$ if and only if $g \in h+A$.
(CE4) For all $g, h \in G, g+A=h+A$ if and only if $g-h \in A$.
Notice also that characterization (CE4) resembles the third criterion of the Subgroup Theorem. The resemblance is mostly superficial; in the Subgroup Theorem, $a^{-1} b$ refers to elements of $A$, while (CE4) refers to elements of $G$ that are not always in $A$. That said, if it is the case that $g, h \in A$ then the Subgroup Theorem tells us that $g^{-1} h \in A$, so $g A=h A$ - though we already knew that from (CE2), since $g A=A=h A$.

Proof. (CE1) is "obvious" (but you will fill in the details in Question 5.45.).
We jump to (CE3) for the moment. Let $g, h \in G$. We know that $я \in A$, so $g=g g \in g A$. Corollary 5.42 tells us that membership in a coset is an equivalence relation, where the cosets are the equivalence classes. By substitution, $g A=h A$ if and only if $g \in h A$.

Let $G$ be a group and $H<G$.
Claim: $\varsigma H=H$.

1. First we show that $\qquad$ . Let $x \in g H$.
(a) By definition of $s H, x=$ $\qquad$ .
(b) By the identity property, $\qquad$ .
(c) By substitution, $x \in$ $\qquad$ _.
(d) We had chosen an arbitrary element of $я H$, so by inclusion, $\qquad$ .
2. Now we show the converse, that $\varsigma H \supseteq H$. Let $x \in$ $\qquad$ -.
(a) By the identity property, $\qquad$ .
(b) By definition of $s H$, $\qquad$ $\in я H$.
(c) We had chosen an arbitrary element, so by inclusion, $\qquad$ .

Figure 5•1: Material for Question 5.45

We turn to (CE2). Let $g \in G$. By (CE3), $g A=я A$ if and only if $g \in я A$. By (CE1), $я A=A$, so by substitution, $g \in A$ if and only if $g A=A$.

We finally turn to (CE4). Let $g, h \in G$. By (CE3), $g A=h A$ if and only if $g \in h A$. By definition of a coset, $g \in h A$ if and only if $g=$ ha for some $a \in A$. Applying the inverse property twice, we rewrite this equation first as $q=g^{-1}(h a)$, then (after an associative property) as $a^{-1}=g^{-1} h$. Since $a^{-1} \in A$, we have $g^{-1} h \in A$. Every step used an equivalence, so we can connect the chain into the one equivalence, $g A=h A$ if and only if $g^{-1} h \in A$.

Property (CE4) does little more than restate the partition property, with the added knowledge that any elements lies in its own coset. However, it emphasizes that, when computing cosets of a subgroup $A$, you can skip $h A$ whenever $h$ appears in $g A$.

## Question 5.44.

Consider the ideal $A=\left\langle\chi^{2}+1\right\rangle$ in $\mathbb{R}[x]$. Why can we write every coset of $A$ as $(a x+b)+A$, where $a, b \in \mathbb{R}$ ? Hint: This is related to the isomorphism of Section 3•1.

Question 5.45.
Fill in each blank of Figure 5.45 with the appropriate justification or statement.

### 5.4 Lagrange's Theorem and the order of an element of a group

How many cosets can a subgroup have? This section answers this question, as well as some related questions about the size of a subgroup and the order of an element. Throughout this section, we assume $|G|$ is finite, even if we don't say so explicitly.
Notation 5.46. Let $G$ be a group, and $A<G$. We write $G / A$ for the set of all left cosets of $A$. That is,

$$
G / A=\{g A: g \in G\} .
$$

We also write $A \backslash G$ for the set of all right cosets of $A$ :

$$
A \backslash G=\{A g: g \in G\} .
$$

Example 5.47. Let $G=\mathbb{Z}$ and $A=4 \mathbb{Z}$. We saw in Example 5.9 that

$$
G / A=\mathbb{Z} / 4 \mathbb{Z}=\{A, 1+A, 2+A, 3+A\}
$$

We actually "waved our hands" in Example 5.9. That means that we did not provide a very detailed argument, so let's show the details here. Recall that $4 \mathbb{Z}$ is the set of multiples of $\mathbb{Z}$, so $x \in A$ iff $x$ is a multiple of 4 . What about the remaining elements of $\mathbb{Z}$ ?

Let $x \in \mathbb{Z}$; then

$$
x+A=\{x+z: z \in A\}=\{x+4 n: n \in \mathbb{Z}\} .
$$

Use the Division Theorem to write

$$
x=4 q+r
$$

for unique $q, r \in \mathbb{Z}$, where $0 \leqslant r<4$. Then

$$
x+A=\{(4 q+r)+4 n: n \in \mathbb{Z}\}=\{r+4(q+n): n \in \mathbb{Z}\} .
$$

By closure, $q+n \in \mathbb{Z}$. If we write $m$ in place of $4(q+n)$, then $m \in 4 \mathbb{Z}$. So

$$
x+A=\{r+m: m \in 4 \mathbb{Z}\}=r+4 \mathbb{Z} .
$$

The distinct cosets of $A$ are thus determined by the distinct remainders from division by 4. Since the remainders from division by 4 are $0,1,2$, and 3 , we conclude that

$$
\mathbb{Z} / A=\{A, 1+A, 2+A, 3+A\}
$$

as claimed above.
Example 5.48. Let $G=D_{3}$ and $K=\left\{1, \rho, \rho^{2}\right\}$ as in Example 5.39, then

$$
G / K=D_{3} /\langle\rho\rangle=\{K, \varphi K\} .
$$

Example 5.49. Let $H<\mathbb{R}^{2}$ be as in Example 4.13 on page 111; that is,

$$
H=\left\{(a, 0) \in \mathbb{R}^{2}: a \in \mathbb{R}\right\} .
$$

Then

$$
\mathbb{R}^{2} / H=\left\{r+H: r \in \mathbb{R}^{2}\right\} .
$$

It is not possible to list all the elements of $G / H$, but some examples would be

$$
(1,1)+H,(4,-2)+H .
$$

Question 5.50.
Speaking geometrically, what do the elements of $\mathbb{R}^{2} / H$ look like? This question is similar to Question 5.38.

Keep in mind that $G / A$ is a set whose elements are also sets. Showing equality of two elements of $G / A$ requires one to show that two sets are equal.

Remember our assumption that $G$ is finite. In this case, a simple formula gives us the size of $G / A$.
Lagrange's Theorem. Let $A<G$. The size of $G / A$ is the ratio of the number of elements of $G$ to the number of elements of $A$. That is,

$$
|G / A|=\frac{|G|}{|A|} .
$$

While the notation of cosets is somewhat suggestive of the relationship between cosets and division, Lagrange's Theorem is not as obvious as the notation might imply: we can't "divide" the sets $G$ and $A$. We are not moving the absolute value bars "inside" the fraction; nor can we, as $G / A$ is not a number. Rather, we are partitioning the group $G$ by the cosets of its subgroup $A$, and counting the number of sets that result.

Proof. We know from Theorem $5 \cdot 41$ that the cosets of A partition G. How many such cosets are there? $|G / A|$, by definition! Each coset has the same size, $|A|$. Suppose there are $n$ cosets; we can visualize the partition in this fashion:


A basic principle of counting tells us that the number of elements of $G$ is thus the product of the number of elements in each coset and the number of cosets. That is, $|G / A| \cdot|A|=|G|$. This implies the theorem.

The next-to-last sentence of the proof contains the statement $|G / A| \cdot|A|=|G|$. Since $|A|$ is the order of the group $A$, and $|G / A|$ is an integer, we conclude that:

Corollary 5.51. The order of any subgroup of $G$ divides the order of the group.
Example 5.52. Let $G$ be the Klein 4 -group (see Questions 2.38 on page $50,3.45$ on page 74 , and 4.18 on page 113). Every subgroup of the Klein 4 -group has order 1, 2, or 4 . As predicted by Corollary 5.51, the orders of the subgroups divide the order of the group.

Likewise, the order of $\{1, \varphi\}$ divides the order of $D_{3}$.
By contrast, the subset $H K$ of $D_{3}$ that you computed in Question 4.12 on page 110 has four elements. Since $4 \nmid 6$, the contrapositive of Lagrange's Theorem implies that HK cannot be a subgroup of $D_{3}$.

From the fact that every element $g$ generates a cyclic subgroup $\langle g\rangle\langle G$, Lagrange's Theorem also implies an important consequence about the order of any element of any finite group.
Corollary 5.53. The order of any element of a group divides the order of a group.
Proof. You do it! See Question 5.55.
Question 5.54.
Recall from Question 4.17 that if $d \mid n$, then $\Omega_{d}<\Omega_{n}$. How many cosets of $\Omega_{d}$ are there in $\Omega_{n}$ ?

## Question 5.55.

Fill in each blank of Figure 5.55 with the appropriate justification or expression.

Question 5.56.
Suppose that a group $G$ has order 8 , but is not cyclic. Why must $g^{4}=я$ for all $g \in G$ ?

Question 5.57.
Let $G$ be a finite group, and $g \in G$. Why is $g^{|G|}=\boldsymbol{q}$ ?

## Question 5.58.

Suppose that a group has five elements. Why must it be abelian?

Question 5.59.
Find a criterion on the order of a group that guarantees the group is cyclic.

## Question 5.60.

Let $p$ be an irreducible number, and recall that $\mathbb{Z}_{p}$ is a field, so that its non-zero elements form a group under multiplication. For instance, in $\mathbb{Z}_{7}$, the set $\{1,2,3,4,5,6\}$ forms a group under multiplication. Explain why, for every $a \in \mathbb{Z}_{p}$,
(a) $a^{p-1}=1$, and
(b) $a^{p}=a$, and
(c) $a^{p-2}=a^{-1}$.

This fact is called Fermat's Little Theorem. We explore it in a general context later.

Claim: The order of an element of a group divides the order of a group. Proof:

1. Let $G$ $\qquad$ .
2. Let $x$ $\qquad$ .
3. Let $H=\langle$ $\qquad$ >.
4. By ___, every integer power of $x$ is in $G$.
5. By __, $H$ is the set of integer powers of $x$.
6. By __, $H<G$.
7. By __, $|H|$ divides $|G|$.
8. By ___, ord ( $x$ ) divides $|H|$.
9. By definition, there exist $m, n \in$ $\qquad$ such that $|H|=\operatorname{mord}(x)$ and $|G|=n|H|$.
10. By substitution, $|G|=$ $\qquad$ .
11. $\qquad$
(This last statement must include a justification.)

Figure 5•2: Material for Question 5.55

### 5.5 Quotient Rings and Groups

Consider the polynomial ring $\mathbb{R}[x]$. Looking at remainders from division by $x^{2}+1$ gave us a way to model complex numbers as

$$
\mathbb{C}=\{a x+b: a, b \in \mathbb{R}\},
$$

where $1 x+0$ stood in for the imaginary number. An isomorphism (Question 3.18) showed that this was equivalent to the traditional model of the complex numbers, with $1 x+0 \mapsto i$.

Since then, we pointed out that every multiple of $x^{2}+1$ has the imaginary number $i$ as a root. Multiples of $x^{2}+1$ have two things in common. First, dividing such polynomials by $x^{2}+1$ gives a remainder of 0 . Second, and equivalently, they are in the ideal $A=\left\langle x^{2}+1\right\rangle$. Question 5.44 showed us that the cosets of $\left\langle x^{2}+1\right\rangle$ correspond to remainders from division by $x^{2}+1$. As noted, those remainders formed a field isomorphic to $\mathbb{C}$. In other words, the cosets of $\left\langle x^{2}+1\right\rangle$ give us another model of the field $\mathbb{C}$.

Can we do this for cosets of general groups? To make the question precise, let $A<G$. Can we find a natural generalization of the operation(s) of $G$ that makes $G / A$ a group? By a "natural" generalization, we mean something like

$$
(g A) *(h A)=(g h) A .
$$

## Quotient rings

The first order of business it to make sure that the operation even makes sense. The technical word for this is that the operation is well-defined. What does that mean? A coset can have different representations. An operation must be a function: for every pair of elements, it must produce exactly one result. The relation above would not be an operation if different representations of a coset gave us different answers. Example 5.61 shows how it can go wrong.

Example 5.61. Recall $H=\langle\varphi\rangle<D_{3}$ from Example 5.32. Let $X=\rho H$ and $Y=\rho^{2} H$. Notice that $(\rho \varphi) H=\{\rho \varphi, l\}=\rho H$, so $X$ has two representations, $\rho H$ and $(\rho \varphi) H$.

Were the operation well-defined, $X Y$ would have the same value, regardless of the representation of $X$. That is not the case! When we use the the first representation,

$$
X Y=(\rho H)\left(\rho^{2} H\right)=\left(\rho \circ \rho^{2}\right) H=\rho^{3} H=\imath H=H .
$$

When we use the second representation,

$$
\begin{aligned}
X Y=((\rho \varphi) H)\left(\rho^{2} H\right) & =\left((\rho \varphi) \rho^{2}\right) H=\left(\rho\left(\varphi \rho^{2}\right)\right) H \\
& =(\rho(\rho \varphi)) H=\left(\rho^{2} \varphi\right) H \neq H .
\end{aligned}
$$

On the other hand, sometimes the operation is well-defined.
Example 5.62. Recall the subgroup $A=4 \mathbb{Z}$ of $\mathbb{Z}$. Let $B, C, D \in \mathbb{Z} / A$, so $B=b+4 \mathbb{Z}, C=c+4 \mathbb{Z}$, and $D=d+4 \mathbb{Z}$ for some $b, c, d \in \mathbb{Z}$.

We have to make sure that we cannot have $B=D$ and $B+C \neq D+C$. For example, if $B=1+4 \mathbb{Z}$ and $D=5+4 \mathbb{Z}, B=D$. Does it follow that $B+C=D+C$ ?

From Lemma 5.43, we know that $B=D$ iff $b-d \in A=4 \mathbb{Z}$. That is, $b-d=4 m$ for some $m \in \mathbb{Z}$. Let $x \in B+C$; then $x=(b+c)+4 n$ for some $n \in \mathbb{Z}$. By substitution,

$$
x=((d+4 m)+c)+4 n=(d+c)+4(m+n) \in D+c .
$$

Since $x$ was arbitrary in $B+C$, we have $B+C \subseteq D+C$. A similar argument shows that $B+C \supseteq D+C$, so the two are, in fact, equal.

The operation was well-defined in the second example, but not the first. What made for the difference? In the second example, we rewrote

$$
((d+4 m)+c)+4 n=(d+c)+4(m+n),
$$

but that relies on the fact that addition commutes in an abelian group. Without that fact, we could not have swapped $c$ and $4 m$.

Right away we see that we can always do this for cosets of ideals: after all, ideals are subgroups of rings under addition. Indeed, we can say something more.

Fact 5.63. Let $R$ be a commutative ring. The cosets of an ideal $A$ of $R$ form a new ring, whose addition and multiplication are natural generalizations of the addition and multiplication of $R$. That is, for any $r, s \in R$,

$$
(r+A)+(s+A)=(r+s)+A \text { and }(r+A)(s+A)=r s+A
$$

Why? Let $A \triangleleft R$, and let $X, Y, Z \in R / A$.
Our first task is to show that addition and multiplication are well-defined. To do this, we need to show that the definitions of $X+Y$ and $X Y$ give us the same result, regardless of the representation we choose for $X$ and $Y$. To this end, suppose there exist $r, s, x, y \in A$ such that $X=x+A=r+A$ and $Y=y+A=s+A$.
addition? We need to show that $(x+y)+A=(r+s)+A$. The lemma on Coset Equality tells us that this is true if and only if $-(x+y)+(r+s) \in A$, so we'll aim to show this latter expression is true. By hypothesis, $x+A=r+A$, so by Coset Equality, $-x+r \in A$. Similarly, $-y+s \in A$. By closure of addition and properties of ring addition,

$$
-(x+y)+(r+s)=(-x+r)+(-y+s) \in A
$$

As we explained earlier, this shows that $(x+y)+A=(r+s)+A$; in short, the addition is well-defined.
multiplication? We need to show that $x y+A=r s+A$. The lemma on Coset Equality tells us that this is true if and only if $-(x y)+r s \in A$, so we'll aim to show this latter expression is true. Recall from the previous paragraph that $-x+r,-y+s \in A$. To get from these to $-(x y)+r s$, we'll use a fairly standard trick of adding zero in "the right form",

$$
-(x y)+r s=-(x y)+r y-r y+r s=y(-x+r)+r(-y+s) .
$$

Absorption implies that $y(-x+r), r(-y+s) \in A$. Closure implies their sum is also in $A$. By substitution, $-(x y)+r s \in A$. As we explained earlier, this shows that $x y+A=r s+A$; in short, the multiplication is well-defined.

The remaining properties of addition are relatively straightforward. Choose $x, y, z \in R$ such that $X=x+A, Y=y+A, Z=z+A$.
associative? $(X+Y)+Z=[(x+A)+(y+A)]+(z+A)=[(x+y)+A]+(z+A)=$ $[(x+y)+z]+A$. Apply the associative property of addition in $R$ to obtain $(X+Y)+$ $Z=[x+(y+z)]+A$. Now reverse the simplification to obtain $(X+Y)+Z=$ $(x+A)+[(y+z)+A]=(x+A)+[(y+A)+(z+A)]=X+(Y+Z)$. The ends of this latter chain of equalities show the associative property is satisfied.
identity? We want a coset $W$ such that $X+W=X$ and $W+X=X$. Let $w \in R$ such that $W=$ $w+A$; by substitution, our first desired equation becomes $(x+A)+(w+A)=$ $x+A$, or $(x+w)+A=x+A$. By coset equality, we need $(x+w)-x \in A$; by simplification, $w \in A$. From coset equality (Theorem 5.43(CE2)) that choosing any $a \in A$ gives us $A$ itself, so $W=A$ must be the identity.
inverse? We want an "inverse" coset of $X=x+A$. The natural suspect would be $(-x)+A$; that is, the coset of $A$ with $-x$. Indeed, it works great: $(x+A)+[(-x)+A]=$ $0+A=A$, and likewise $[(-x)+A]+(x+A)=A$. We just showed $A$ is the identity of $R / A$, so we have found the inverse of $X$.
abelian? $\quad X+Y=(x+A)+(y+A)=(x+y)+A$. Apply the commutative property of addition in $R$ to obtain $X+Y=(y+x)+A=(y+A)+(x+A)=Y+X$. The ends of this latter chain of equalities show the addition is abelian.
We've found that $R / A$ is an abelian group under the proposed addition, the first step towards showing it's a ring. We still need to show that multiplication satisfies the properties of a monoid, along with distribution.

We leave the remaining, multiplicative properties of a ring to you, the reader.

## Question 5.64.

Show the remaining properties of a ring for $R / A$ : closure, associative, identity, and distributive.

## "Normal" subgroups

What about the cosets of nonabelian groups? Given the example above, you might be inclined to dismiss them, but that would be too hasty.

The key in Example 5.62 was not that $\mathbb{Z}$ is abelian, but that we could rewrite $(4 m+c)+4 n$ as $c+(4 m+4 n)$, then simplify $4 m+4 n$ to $4(m+n)$. The abelian property makes it easy to do that, but we don't need the group $G$ to be abelian; we need the subgroup $A$ to satisfy it. If A were not abelian, we could still make it work if, after we move $c$ left, we get some element of $A$ to its right, so that it can be combined with the other one. That is, we have to be able to rewrite any ac as $c a^{\prime}$, where $a^{\prime}$ is also in A. We need not have $a=a^{\prime}$ ! Let's emphasize that, changing $c$ to $g$ for an arbitrary group $G$ :

The operation defined above is well-defined
iff
for everyg $\in G$ and for every $a \in A$
there exists $a^{\prime} \in A$ such that $g a=a^{\prime} g$.
In terms of sets, for every $g \in G$ and every $a \in A$, there exists $a^{\prime} \in A$ such that $g a=a^{\prime} g$. Here $g a \in g A$ is arbitrary, so $g A \subseteq A g$. The other direction must also be true, so $g A \supseteq A g$. In other words,

> The operation defined above is well-defined $$
\text { iff } g A=A g \text { for all } g \in G .
$$

Definition 5.65. Let $A<G$. If

$$
g A=A g
$$

for every $g \in G$, then $A$ is a normal subgroup of $G$.
Since normal subgroups partition a group into a new group, the same way ideals partition a ring into a new ring, let's "promote" them to having the same notation.
Notation 5.66. We write $A \triangleleft G$ to indicate that $A$ is a normal subgroup of $G$.
Question 5.67.
Show that for any group $G,\{\Omega\} \triangleleft G$ and $G \triangleleft G$.

Although we have outlined the argument above, we should show explicitly that if $A$ is a normal subgroup, then the operation proposed for $G / A$ is indeed well-defined.

Lemma 5.68. Let $A<G$. Then (CO1) implies (CO2).
(C01) $A \triangleleft G$.
(CO2) Let $X, Y \in G / A$ and $x, y \in G$ such that $X=x A$ and $Y=y A$. The operation $*$ on $G / A$ defined by

$$
X * Y=(x y) A
$$

is well-defined for all $x, y \in G$.
Proof. Let $W, X, Y, Z \in G / A$ and choose $w, x, y, z \in G$ such that $W=w A, X=x A, Y=y A$, and $Z=z A$. To show that the operation is well-defined, we must show that if $W=X$ and $Y=Z$, then $W Y=X Z$ regardless of the values of $w, x, y$, or $z$. Assume therefore that $W=X$ and $Y=Z$. By substitution, $w A=x A$ and $y A=z A$. By Lemma 5.43(CE3), $w^{-1} x \in A$ and $y^{-1} z \in A$.

Since $W Y$ and $X Z$ are sets, showing that they are equal requires us to show that each is a subset of the other. First we show that $W Y \subseteq X Z$. To do this, let $t \in W Y=(w y) A$. By definition of a coset, $t=(w y) a$ for some $a \in A$. What we will do now is rewrite $t$ by

- using the fact that $A$ is normal to move some element of $a$ left, then right, through the representation of $t$; and
- using the fact that $W=X$ and $Y=Z$ to rewrite products of the form $w \bar{\alpha}$ as $\chi \alpha \hat{\alpha}$ and $y \dot{\alpha}$ as $z \ddot{\alpha}$, where $\bar{\alpha}, \hat{\alpha}, \dot{\alpha}, \ddot{\alpha} \in A$.

How, precisely? By the associative property, $t=w(y a)$. By definition of a coset, $y a \in y A$. By hypothesis, $A$ is normal, so $y A=A y$; thus, $y a \in A y$. By definition of a coset, there exists $\bar{\alpha} \in A$ such that $y a=\alpha y$. By substitution, $t=w(\bar{\alpha} y)$. By the associative property, $t=(w \bar{\alpha}) y$. By definition of a coset, $w \bar{\alpha} \in w A$. By hypothesis, $A$ is normal, so $w A=A w$. Thus $w \bar{\alpha} \in A w$. By hypothesis, $W=X$; that is, $w A=x A$. Thus $w \bar{\alpha} \in x A$, and by definition of a coset, $w \bar{\alpha}=x A$ for some $A \in A$. By substitution, $t=(x A) y$. The associative property again gives us $t=x$ (ay); since $A$ is normal we can write $\dot{d y}=y \dot{a}$ for some $\dot{a} \in A$. Hence $t=x(y \dot{a})$. Now,

$$
y \dot{a} \in y A=Y=Z=z A,
$$

so we can write $y \dot{a}=z \ddot{a}$ for some $\ddot{a} \in A$. By substitution and the definition of coset arithmetic,

$$
t=x(z \ddot{a})=(x z) \ddot{a} \in(x z) A=(x A)(z A)=X Z .
$$

Since $t$ was arbitrary in $W Y$, we have shown that $W Y \subseteq X Z$. A similar argument shows that $W Y \supseteq X Z$; thus $W Y=X Z$ and the operation is well-defined.

An easy generalization of the argument of Example 5.62 shows the following Theorem.
Theorem 5.69. Let $G$ be an abelian group, and $H<G$. Then $H \triangleleft G$.
Question 5.70.
Prove Theorem 5•69.

Question 5.71.
Explain why every subgroup of $D_{m}(\mathbb{R})$ is normal.

Question 5.72.
Show that $Q_{8}$ is not a normal subgroup of $\mathrm{GL}_{m}(\mathbb{C})$.

## Question 5.73.

Let $G$ be a group, and $A<G$. Suppose that $|G / A|=2$; that is, the subgroup A partitions $G$ into precisely two left cosets. Show that:

- $A \triangleleft G$; and
- $G / A$ is abelian.

We said before that we don't need an abelian group to have a normal subgroup. Here's a great example.

Example 5.74. Let

$$
A_{3}=\left\{l, \rho, \rho^{2}\right\}<D_{3}
$$

We call $A_{3}$ the alternating group on three elements. We claim that $A_{3} \triangleleft D_{3}$. Indeed,

| $\sigma$ | $\sigma A_{3}$ | $A_{3} \sigma$ |
| :---: | :---: | :---: |
| $l$ | $A_{3}$ | $A_{3}$ |
| $\rho$ | $A_{3}$ | $A_{3}$ |
| $\rho^{2}$ | $A_{3}$ | $A_{3}$ |
| $\varphi$ | $\varphi A_{3}=\left\{\varphi, \varphi \rho, \varphi \rho^{2}\right\}=A_{3} \varphi$ | $A_{3} \varphi=\varphi A_{3}$ |
| $\rho \varphi$ | $\left\{\rho \varphi,(\rho \varphi) \rho,(\rho \varphi) \rho^{2}\right\}=\varphi A_{3}$ | $\varphi A_{3}$ |
| $\rho^{2} \varphi$ | $\left\{\rho^{2} \varphi,\left(\rho^{2} \varphi\right) \rho,\left(\rho^{2} \varphi\right) \rho^{2}\right\}=\varphi A_{3}$ | $\varphi A_{3}$ |

We have left out some details, though we also computed this table in Example 5.39, calling the subgroup $K$ instead of $A_{3}$. Check the computation carefully, using extensively the fact that $\varphi \rho=\rho^{2} \varphi$.

## Quotient groups

The set of cosets of a normal subgroup is, as desired, a group.
Theorem 5.75. Let $G$ be a group. If $A \triangleleft G$, then $G / A$ is a group.
Proof. Assume $A \triangleleft G$. By Lemma 5.68, the operation is well-defined, so it remains to show that $G / A$ satisfies the properties of a group.
(closure) Closure follows from the fact that multiplication of cosets is well-defined when $A \triangleleft$ $G$, as shown in Lemma 5.68: Let $X, Y \in G / A$, and choose $g_{1}, g_{2} \in G$ such that $X=g_{1} A$ and $Y=g_{2} A$. By definition of coset multiplication, $X Y=\left(g_{1} A\right)\left(g_{2} A\right)=\left(g_{1} g_{2}\right) A \in G / A$. Since $X, Y$ were arbitrary in $G / A$, coset multiplication is closed.
(associativity) The associative property of $G / A$ follows from the associative property of $G$. Let $X, Y, Z \in G / A$; choose $g_{1}, g_{2}, g_{3} \in G$ such that $X=g_{1} A, Y=g_{2} A$, and $Z=g_{3} A$. Then

$$
(X Y) Z=\left[\left(g_{1} A\right)\left(g_{2} A\right)\right]\left(g_{3} A\right)
$$

By definition of coset multiplication,

$$
(X Y) Z=\left(\left(g_{1} g_{2}\right) A\right)\left(g_{3} A\right)
$$

By the definition of coset multiplication,

$$
(X Y) Z=\left(\left(g_{1} g_{2}\right) g_{3}\right) A .
$$

(Note the parentheses grouping $g_{1} g_{2}$.) Now apply the associative property of $G$ and reverse the previous steps to obtain

$$
\begin{aligned}
(X Y) Z & =\left(g_{1}\left(g_{2} g_{3}\right)\right) A \\
& =\left(g_{1} A\right)\left(\left(g_{2} g_{3}\right) A\right) \\
& =\left(g_{1} A\right)\left[\left(g_{2} A\right)\left(g_{3} A\right)\right] \\
& =X(Y Z) .
\end{aligned}
$$

Since $X, Y, Z$ were arbitrary in $G / A$, coset multiplication is associative.
(identity) We claim that the identity of $G / A$ is $A$ itself. Let $X \in G / A$, and choose $g \in G$ such that $X=g A$. Since $я \in A$, Lemma 5.43 on page 152 implies that $A=я A$, so

$$
X A=(g A)(\subsetneq A)=(g g) A=g A=X .
$$

Since $X$ was arbitrary in $G / A$ and $X A=X, A$ is the identity of $G / A$.
(inverse) Let $X \in G / A$. Choose $g \in G$ such that $X=g A$, and let $Y=g^{-1} A$. We claim that $Y=X^{-1}$. By applying substitution and the operation on cosets,

$$
X Y=(g A)\left(g^{-1} A\right)=\left(g g^{-1}\right) A=я A=A .
$$

Hence $X$ has an inverse in $G / A$. Since $X$ was arbitrary in $G / A$, every element of $G / A$ has an inverse.

We have shown that $G / A$ satisfies the properties of a group.
Definition 5.76. Let $G$ be a group, and $A \triangleleft G$. Then $G / A$ is the quotient group of $G$ with respect to $A$, also called $G \bmod A$.

Normally we say "the quotient group" rather than "the quotient group of $G$ with respect to A."

Example 5.77. Since $A_{3}$ is a normal subgroup of $D_{3}, D_{3} / A_{3}$ is a group. By Lagrange's Theorem, it has $6 / 3=2$ elements. The Cayley table is

|  | $A_{3}$ | $\varphi A_{3}$ |
| :---: | :---: | :---: |
| $A_{3}$ | $A_{3}$ | $\varphi A_{3}$ |
| $\varphi A_{3}$ | $\varphi A_{3}$ | $A_{3}$ |

We meet an important quotient group in Section 5.2.
Question 5.78.
Prove the following generalization of Theorem 5.27: If $G$ is a cyclic group and $A \triangleleft G$, then $G / A$ is cyclic.

## Question 5.79.

Recall from Question 4.17 that if $d \mid n$, then $\Omega_{d}<\Omega_{n}$.
(a) Explain how we know that, in fact, $\Omega_{d} \triangleleft \Omega_{n}$.
(b) Does the quotient group $\Omega_{8} / \Omega_{2}$ have the same structure as the Klein 4-group, or as the Cyclic group of order 4?

## Question 5.80.

In Question 5.35 , you computed the left and right cosets of $\langle\mathbf{j}\rangle$ in $Q_{8}$. Is $\langle\mathbf{j}\rangle$ a normal subgroup of $Q_{8}$ ? If so, compute the Cayley table of $Q_{8} /\langle j\rangle$.

Question 5.81.
Let $H=\langle\mathbf{i}\rangle\left\langle Q_{8}\right.$.
(a) Show that $H \triangleleft Q_{8}$ by computing all the cosets of $H$.
(b) Compute the Cayley table of $Q_{8} / H$.

Question 5.82.
Recall the subgroup $L$ of $\mathbb{R}^{2}$ from Questions 4.14 on page 111 and 5.38 on page 150 .
(a) Explain how we know that $L \triangleleft \mathbb{R}^{2}$ without checking $p+L=L+p$ for any $p \in \mathbb{R}^{2}$.
(b) Sketch two elements of $\mathbb{R}^{2} / L$ and show their sum.

## Conjugation

Another way to show a subgroup is normal involves rephrasing the idea of equality between left and right cosets. This is tied into an important operation, called conjugation.

Definition 5.83. Let $G$ be a group, $g \in G$, and $H<G$. Define the conjugation of $H$ by $g$ as

$$
g H g^{-1}=\left\{g h g^{-1}: h \in H\right\} .
$$

Theorem 5.84. $H \triangleleft G$ if and only if $H=g \mathrm{Hg}^{-1}$ for all $g \in G$.

Let $G$ be a group, and $H<G$. Claim: $H \triangleleft G$ if and only if $H=g \mathrm{Hg}^{-1}$ for all $g \in G$. Proof:

1. First, we show that if $H \triangleleft G$, then $\qquad$ .
(a) Assume $\qquad$ .
(b) By definition of normal, $\qquad$ .
(c) Let $g$ $\qquad$ _.
(d) We first show that $H \subseteq g \mathrm{Hg}^{-1}$.
i. Let $h$ $\qquad$ .
ii. By $1 \mathrm{~b}, \mathrm{hg} \in$ $\qquad$ .
iii. By definition, there exists $h^{\prime} \in H$ such that $h g=$ $\qquad$ .
iv. Multiply both sides on the right by $g^{-1}$ to see that $h=$ $\qquad$ .
v. By $\qquad$ $h \in g \mathrm{Hg}^{-1}$.
vi. Since $h$ was arbitrary, $\qquad$ -.
(e) Now we show that $H \supseteq g \mathrm{Hg}^{-1}$.
i. Let $x \in$ $\qquad$ .
ii. By __, $x=g h g^{-1}$ for some $h \in H$.
iii. By __, $g h \in H g$.
iv. By ___, there exists $h^{\prime} \in H$ such that $g h=h^{\prime} g$.
v. By__, $x=\left(h^{\prime} g\right) g^{-1}$.
vi. By __, $x=h^{\prime}$.
vii. By __, $x \in H$.
viii. Since $x$ was arbitrary, $\qquad$ .
(f) We have shown that $H \subseteq g \mathrm{Hg}^{-1}$ and $H \supseteq g \mathrm{Hg}^{-1}$. Thus, $\qquad$ .
2. Now, we show $\qquad$ : that is, if $H=g \mathrm{Hg}^{-1}$ for all $g \in G$, then $H \triangleleft G$.
(a) Assume $\qquad$ .
(b) First, we show that $g H \subseteq H g$.
i. Let $x \in$ $\qquad$ .
ii. By $\qquad$ there exists $h \in H$ such that $x=g h$.
iii. By $\qquad$ ,$g^{-1} x=h$.
iv. By $\qquad$ , there exists $h^{\prime} \in H$ such that $h=g^{-1} h^{\prime} g$. (This holds for all $g \in G$.)
v. By __, $g^{-1} x=g^{-1} h^{\prime} g$.
vi. By __, $x=g\left(g^{-1} h^{\prime} g\right)$.
vii. By ___ $x=h^{\prime} g$.
viii. By $\qquad$ , $x \in H g$.
ix. Since $x$ was arbitrary, $\qquad$ .
(c) The proof that $\qquad$ is similar.
(d) We have show that $\qquad$ . Thus, $g H=H g$.

## Question 5.85.

Prove Theorem 5.84 by filling in each blank of Figure 5.5 with the appropriate justification or statement. ${ }^{1}$

Example 5.86. We posed the question of whether $\mathrm{SO}_{n}(\mathbb{R}) \triangleleft \mathrm{O}_{n}(\mathbb{R})$. We claim that it is. To see why, let $M \in \mathrm{SO}_{n}(\mathbb{R})$ and $A \in \mathrm{O}_{n}(\mathbb{R})$. By properties of determinants,

$$
\operatorname{det}\left(A M A^{-1}\right)=\operatorname{det} A \cdot \operatorname{det} M \cdot \operatorname{det} A^{-1}=\operatorname{det} A \cdot 1 \cdot(\operatorname{det} A)^{-1}=1 .
$$

By definition, $A M A^{-1} \in \mathrm{SO}_{n}(\mathbb{R})$, regardless of the choice of $A$ and $M$. Hence, $A \cdot \mathrm{SO}_{n}(\mathbb{R}) \cdot A^{-1} \subseteq$ $\mathrm{SO}_{n}(\mathbb{R})$ for all $A \in \mathrm{O}_{n}(\mathbb{R})$.

Conversely, let $B=A^{-1} M A$; an argument similar to the one above shows that $B \in \operatorname{SO}_{n}(\mathbb{R})$, and substitution gives us $M=A B A^{-1}$, so that $M \in A \cdot \mathrm{SO}_{n}(\mathbb{R}) \cdot A^{-1}$, regardless of the choice of $A$ and $M$. Hence, $A \cdot \mathrm{SO}_{n}(\mathbb{R}) \cdot A^{-1} \supseteq \mathrm{SO}_{n}(\mathbb{R})$, and the two are equal. By Theorem $5 \cdot 84$, $\mathrm{SO}_{n}(\mathbb{R}) \triangleleft \mathrm{O}_{n}(\mathbb{R})$.

Example 5.87. On the other hand, we can also use conjugation to show easily that $\mathrm{O}_{2}(\mathbb{R})$ is not a normal subgroup of $\mathrm{GL}_{2}(\mathbb{R})$. Why not? Let
$A=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{R}) \quad$ and $\quad M=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) \mathrm{O}_{2}(\mathbb{R}) ; \quad$ notice that $\quad A^{-1}=\left(\begin{array}{rr}1 & -1 \\ 0 & 1\end{array}\right)$. If we can show that $A M A^{-1} \notin \mathrm{O}_{2}(\mathbb{R})$, then we would know that $A \cdot \mathrm{O}_{2}(\mathbb{R}) \cdot A^{-1} \nsubseteq \mathrm{O}_{2}(\mathbb{R})$, showing that $\mathrm{O}_{2}(\mathbb{R})$ is not normal. In fact,

$$
A M A^{-1}=\left(\begin{array}{rr}
1 & 0 \\
1 & -1
\end{array}\right),
$$

and its inverse is itself, not its transpose, so in fact $A M A^{-1} \notin \mathrm{O}_{2}(\mathbb{R})$.

## Question 5.88.

In Question 5.35 , you computed the left cosets of $\langle-\mathbf{1}\rangle$ in $Q_{8}$.
(a) Show that $\langle-\mathbf{1}\rangle$ is normal.
(b) Compute the Cayley table of $Q_{8} /\langle-\mathbf{1}\rangle$.
(c) The quotient group of $Q_{8} /\langle-\mathbf{1}\rangle$ is isomorphic to a group with which you are familiar. Which one?

## Question 5.89.

Fill in every blank of Figure 5.89 with the appropriate justification or statement.

[^15]Let $G$ be a group. The centralizer of $G$ is

$$
Z(G)=\{g \in G: x g=g x \forall x \in G\} .
$$

Claim: $Z(G) \triangleleft G$.
Proof:

1. First, we must show that $Z(G)<G$.
(a) Let $g, h, x$ $\qquad$ .
(b) By __, $x g=g x$ and $x h=h x$.
(c) By __, $x h^{-1}=h^{-1} x$.
(d) By __, $h^{-1} \in Z(G)$.
(e) By the associative property and the definition of $Z(G),\left(g h^{-1}\right) x=$ $\qquad$ $=. . .=$ $x\left(g h^{-1}\right)$.
(Fill in more blanks as needed.)
(f) By__, $g h^{-1} \in Z(G)$.
(g) By __ $Z(G)<G$.
2. Now, we show that $Z(G)$ is normal.
(a) Let $x$ $\qquad$ .
(b) First we show that $x Z(G) \subseteq Z(G) x$.
i. Let $y$ $\qquad$ _.
ii. By definition of cosets, there exists $g \in Z(G)$ such that $y=$ $\qquad$ .
iii. By definition of $z(G)$, $\qquad$ _.
iv. By definition of $\quad, y \in Z(G) x$.
v. By $\qquad$ ,$x Z(G) \subseteq Z(G) x$.
(c) A similar argument shows that $\qquad$ .
(d) By definition, $\qquad$ . That is, $Z(G)$ is normal.

Figure 5•4: Material for Question 5.89

Question 5.90.
Let $G$ be a group, and $H<G$. Define the normalizer of $H$ as

$$
N_{G}(H)=\{g \in G: g H=H g\} .
$$

Show that $H \triangleleft N_{G}(H)$.

## Question 5.91.

Recall from Question 2.19 on page 42 the commutator of two elements of a group. Let $[G, G]$ denote the intersection of all subgroups of $G$ that contain $[x, y]$ for all $x, y \in G$.
(a) Compute $\left[D_{3}, D_{3}\right]$.
(b) Compute $\left[Q_{8}, Q_{8}\right]$.
(c) Show that $[G, G]<G$.
(d) Fill in each blank of Figure 5.5 with the appropriate justification or statement.

Definition 5.92. We call $[G, G]$ the commutator subgroup of $G$, and make use of it later.

Claim: For any group $G,[G, G]$ is a normal subgroup of $G$.
Proof:

1. Let $\qquad$ .
2. We will use Question 5.85 to show that $[G, G]$ is normal. Let $g \in$ $\qquad$ .
3. First we show that $[G, G] \subseteq g[G, G] g^{-1}$. Let $h \in[G, G]$.
(a) We need to show that $h \in g[G, G] g^{-1}$. It will suffice to show that this is true if $h$ has the simpler form $h=[x, y]$, since $\qquad$ Thus, choose $x, y \in G$ such that $h=[x, y]$.
(b) By __, $h=x^{-1} y^{-1} x y$.
(c) $\mathrm{By} \ldots, h=s x^{-1} я y^{-1} я х я y я$.
(d) By __, $h=\left(g g^{-1}\right) x^{-1}\left(g g^{-1}\right) y^{-1}\left(g g^{-1}\right) x\left(g g^{-1}\right) y\left(g g^{-1}\right)$.
(e) By __, $h=g\left(g^{-1} x^{-1} g\right)\left(g^{-1} y^{-1} g\right)\left(g^{-1} x g\right)\left(g^{-1} y g\right) g^{-1}$.
(f) By __, $h=g\left(x^{-1}\right)^{g^{-1}}\left(y^{-1}\right)^{g^{-1}}\left(x^{g^{-1}}\right)\left(y^{g^{-1}}\right) g^{-1}$.
(g) By Question 2.19 on page 42(c), $h=$ $\qquad$ .
(h) By definition of the commutator, $h=$ $\qquad$ .
(i) By $\qquad$ ,$h \in g[G, G] g^{-1}$.
(j) Since $\qquad$ ,$[G, G] \subseteq g[G, G] g^{-1}$.
4. Conversely, we show that $[G, G] \supseteq g[G, G] g^{-1}$. Let $h \in g[G, G] g^{-1}$.
(a) We need to show that $h \in[G, G]$. It will suffice to show this is true if $h$ has the simpler form $h=g[x, y] g^{-1}$, since $\qquad$ . Thus, choose $x, y \in G$ such that $h=$ $g[x, y] g^{-1}$.
(b) $\mathrm{By} \ldots, h=[x, y]^{9}$.
(c) $\mathrm{By}_{\ldots} \ldots, h=\left[x^{g}, y^{g}\right]$.
(d) By $\qquad$ ,$h \in[G, G]$.
(e) Since $\qquad$ ,$[G, G] \supseteq g[G, G] g^{-1}$.
5. We have shown that $[G, G] \subseteq g[G, G] g^{-1}$ and $[G, G] \supseteq g[G, G] g^{-1}$. By __, $[G, G]=$ $g[G, G] g^{-1}$.

Figure 5.5: Material for Question 5.91

### 5.6 The Isomorphism Theorem

This section describes an important relationship between a subgroup $A<G$ that has a special relationship to a homomorphism, and the image of the quotient group $f(G / A)$. It builds on an important property of the kernel of a group or ring homomorphism.

Fact 5.93. (A) Let $f: G \rightarrow H$ be a homomorphism of groups. Then ker $f$ is a normal subgroup of $G$.
(B) Let $\varphi: R \rightarrow S$ be a homomorphism of rings. Then $\operatorname{ker} \varphi$ is an ideal of $R$.

Why? (A) First we show that $\operatorname{ker} f$ is a subgroup of $G$. Let $x, y \in \operatorname{ker} f$; by definition, $f(x)=$ $\boldsymbol{\Omega}_{H}=f(y)$. Multiply both sides by $f(y)^{-1}$ and we have $f(x) f(y)^{-1}=\boldsymbol{я}_{H}$. Properties of homomorphisms show us that $f\left(x y^{-1}\right)=\boldsymbol{\Omega}_{H}$. By definition of the kernel, $x y^{-1} \in \operatorname{ker} f$.

We still have to show that $K=\operatorname{ker} f$ is a normal subgroup of $G$. We do this by conjugation (Theorem $5 \cdot 84$ ); that is, we show that for any $g \in G, g \mathrm{Kg}^{-1}=K$. To see why, let $x \in g \mathrm{Kg}^{-1}$; by definition, $x=g \mathrm{~kg}^{-1}$ for some $k \in K$ and $f(k)=\mathcal{\Omega}_{H}$. Apply properties of homomorphisms to see that

$$
f(x)=f\left(g \mathrm{~kg}^{-1}\right)=f(g) f(k) f\left(g^{-1}\right)=f(g) \mathcal{\Omega}_{H} f(g)^{-1}=\boldsymbol{\Omega}_{H} .
$$

So $x \in \operatorname{ker} f=K$; it was arbitrary in $g K g^{-1}$, so $g K g^{-1} \subseteq K$. We also have to show that $g K^{-1} \supseteq K$, so let $k \in K$. Let $x=g^{-1} \mathrm{~kg}$; by an argument similar to that of the previous paragraph, $x \in K$. Hence

$$
k=\mathcal{g}_{G} k g_{G}=\left(g g^{-1}\right) k\left(g g^{-1}\right)=g\left(g^{-1} \mathrm{~kg}\right) g^{-1}=g x g \in g K^{-1},
$$

as claimed. Since $k$ was arbitrary in $K, g K g^{-1} \supseteq K$, as claimed. We have shown that each set is a subset of the other, so $g \mathrm{Kg}^{-1}=K$. Since $g$ was arbitrary in $G$, Theorem $5 \cdot 84$ tells us $K=\operatorname{ker} f$ is a normal subgroup of $G$.
(B) To show that $\operatorname{ker} \varphi$ is an ideal, we need only show that it absorbs multiplication, since (A) has already shown that it is a subgroup for the additive group of $R$. To that end, let $r \in R$ and $k \in \operatorname{ker} \varphi$. By properties of a homomorphism, $\varphi(r k)=\varphi(r) \varphi(k)=\varphi(r) \cdot 0=0$, so $r k \in \operatorname{ker} \varphi$. Since $r$ was arbitrary in $R, \operatorname{ker} \varphi$ absorbs multiplication by all elements of $R$; it is thus an ideal.

First, an example.

## Motivating example

Example 5.94. Recall $A_{3}=\left\{l, \rho, \rho^{2}\right\} \triangleleft D_{3}$ from Example 5.74. We saw that $D_{3} / A_{3}$ has only two elements, so it must be isomorphic to any group of two elements. First we show this explicitly: Let $\mu: D_{3} / A_{3} \rightarrow \mathbb{Z}_{2}$ by

$$
\mu(X)= \begin{cases}0, & X=A_{3} \\ 1, & \text { otherwise }\end{cases}
$$

Is $\mu$ a homomorphism? Recall that $A_{3}$ is the identity element of $D_{3} / A_{3}$, so for any $X \in D_{3} / A_{3}$

$$
\mu\left(X \cdot A_{3}\right)=\mu(X)=\mu(X)+0=\mu(X)+\mu\left(A_{3}\right) .
$$

This verifies the homomorphism property for all products in the Cayley table of $D_{3} / A_{3}$ except $\left(\varphi A_{3}\right) \cdot\left(\varphi A_{3}\right)$, which is easy to check:

$$
\mu\left(\left(\varphi A_{3}\right) \cdot\left(\varphi A_{3}\right)\right)=\mu\left(A_{3}\right)=0=1+1=\mu\left(\varphi A_{3}\right)+\mu\left(\varphi A_{3}\right) .
$$

Hence $\mu$ is a homomorphism. The property of isomorphism follows from the facts that

- $\mu\left(A_{3}\right) \neq \mu\left(\varphi A_{3}\right)$, so $\mu$ is one-to-one, and
- both 0 and 1 have preimages, so $\mu$ is onto.

Notice further that $\operatorname{ker} \mu=A_{3}$.
Something subtle is at work here. Let $f: D_{3} \rightarrow \mathbb{Z}_{2}$ by

$$
f(x)= \begin{cases}0, & x \in A_{3} \\ 1, & \text { otherwise }\end{cases}
$$

Is $f$ a homomorphism? The elements of $A_{3}$ are $t, \rho$, and $\rho^{2} ; f$ maps these elements to zero, and the other three elements of $D_{3}$ to 1 . Let $x, y \in D_{3}$ and consider the various cases:

Case 1. Suppose first that $x, y \in A_{3}$. Since $A_{3}$ is a group, closure implies that $x y \in A_{3}$. Thus

$$
f(x y)=0=0+0=f(x)+f(y) .
$$

Case 2. Next, suppose that $x \in A_{3}$ and $y \notin A_{3}$. Since $A_{3}$ is a group, closure implies that $x y \notin A_{3}$. (Otherwise $x y=z$ for some $z \in A_{3}$, and multiplication by the inverse implies that $y=x^{-1} z \in A_{3}$, a contradiction.) Thus

$$
f(x y)=1=0+1=f(x)+f(y) .
$$

Case 3. If $x \notin A_{3}$ and $y \in A_{3}$, then a similar argument shows that $f(x y)=f(x)+f(y)$.
Case 4. Finally, suppose $x, y \notin A_{3}$. Inspection of the Cayley table of $D_{3}$ (Exercise 3.117 on page 98) shows that $x y \in A_{3}$. Hence

$$
f(x y)=0=1+1=f(x)+f(y) .
$$

We have shown that $f$ is a homomorphism from $D_{3}$ to $\mathbb{Z}_{2}$. Again, $\operatorname{ker} f=A_{3}$.
In addition, consider the function $\eta: D_{3} \rightarrow D_{3} / A_{3}$ by

$$
\eta(x)= \begin{cases}A_{3}, & x \in A_{3} \\ \varphi A_{3}, & \text { otherwise }\end{cases}
$$

It is easy to show that this is a homomorphism; we do so presently.

Now comes the important observation: Look at the composition function $\eta \circ \mu$ whose domain is $D_{3}$ and whose range is $\mathbb{Z}_{2}$ :

$$
\begin{aligned}
(\mu \circ \eta)(\imath) & =\mu(\eta(\imath))=\mu\left(A_{3}\right)=0 ; \\
(\mu \circ \eta)(\rho) & =\mu(\eta(\rho))=\mu\left(A_{3}\right)=0 ; \\
(\mu \circ \eta)\left(\rho^{2}\right) & =\mu\left(\eta\left(\rho^{2}\right)\right)=\mu\left(A_{3}\right)=0 ; \\
(\mu \circ \eta)(\varphi) & =\mu(\eta(\varphi))=\mu\left(\varphi A_{3}\right)=1 ; \\
(\mu \circ \eta)(\rho \varphi) & =\mu(\eta(\rho \varphi))=\mu\left(\varphi A_{3}\right)=1 ; \\
(\mu \circ \eta)\left(\rho^{2} \varphi\right) & =\mu\left(\eta\left(\rho^{2} \varphi\right)\right)=\mu\left(\varphi A_{3}\right)=1 .
\end{aligned}
$$

We have

$$
(\mu \circ \eta)(x)= \begin{cases}0, & x \in A_{3} \\ 1, & \text { otherwise }\end{cases}
$$

or in other words

$$
\mu \circ \eta=f .
$$

In words, $f$ is the composition of a "natural" mapping between $D_{3}$ and $D_{3} / A_{3}$, and the isomorphism from $D_{3} / A_{3}$ to $\mathbb{Z}_{2}$. But another way of looking at this is that the isomorphism $\mu$ is related to $f$ and the "natural" homomorphism.

## The Isomorphism Theorem

This remarkable correspondence can make it easier to study quotient groups $G / A$ :

- find a group $H$ that is "easy" to work with; and
- find a homomorphism $f: G \rightarrow H$ such that

$$
\begin{aligned}
& -f(g)=\boldsymbol{g}_{H} \text { for all } g \in A, \text { and } \\
& -f(g) \neq \boldsymbol{g}_{H} \text { for all } g \notin A .
\end{aligned}
$$

If we can do this, then $H \cong G / A$ and studying $G / A$ is equivalent to studying $H$.
The reverse is also true: suppose that a group $G$ and its quotient groups are relatively easy to study, whereas another group $H$ is difficult. The isomorphism theorem helps us identify a quotient group $G / A$ that is isomorphic to $H$, making it easier to study.

Another advantage, which we use later in the course, is that computation in $G$ can be difficult or even impossible, while computation in $G / A$ can be quite easy. This turns out to be the case with $\mathbb{Z}$ when the coefficients grow too large; we will work in $\mathbb{Z}_{p}$ for several values of $p$, and reconstruct the correct answers.

We need to formalize this observation in a theorem, but first we have to confirm something that we claimed earlier:

Lemma 5.95. Let $G$ be a group and $A \triangleleft G$. The function $\eta: G \rightarrow G / A$ by

$$
\eta(g)=g A
$$

is a homomorphism.

Question 5.96.
Prove Lemma 5.95.

Question 5.97.
Use Exercise 4.23 to explain why $\Omega_{2} \cong \mathrm{O}(n) / \mathrm{SO}(n)$.

Definition 5.98. We call the homomorphism $\eta$ of Lemma 5.95 the natural homomorphism from $G$ to $G / A$.

What's special about $A_{3}$ in the example that began this section? Of course, $A_{3}$ is a normal subgroup of $D_{3}$, but something you might not have noticed is that $f$ sent all its elements to the identity of $\mathbb{Z}_{2}$.

We use this to formalize the observation of Example 5.94.
Theorem 5.99 (The Isomorphism Theorem). Let $G$ and $H$ be groups, $f: G \rightarrow H$ a homomorphism that is onto, and $\operatorname{ker} f=A$. Then $G / A \cong H$, and the isomorphism $\mu: G / A \rightarrow H$ satisfies $f=\mu \circ \eta$, where $\eta: G \rightarrow G / A$ is the natural homomorphism.

We can illustrate Theorem 5.99 by the following diagram:


The idea is that "the diagram commutes", or $f=\mu \circ \eta$.
Proof. We are given $G, H, f$ and $A$. Define $\mu: G / A \rightarrow H$ in the following way:

$$
\mu(X)=f(g) \text {, where } X=g A .
$$

We claim that $\mu$ is an isomorphism from $G / A$ to $H$, and moreover that $f=\mu \circ \eta$.
Since the domain of $\mu$ consists of cosets which may have different representations, we must show first that $\mu$ is well-defined. Suppose that $X \in G / A$ has two representations $X=$ $g A=g^{\prime} A$ where $g, g^{\prime} \in G$ and $g \neq g^{\prime}$. We need to show that $\mu(g A)=\mu\left(g^{\prime} A\right)$. From Lemma 5.43(CE3), we know that $g^{-1} g^{\prime} \in A$, so there exists $a \in A$ such that $g^{-1} g^{\prime}=a$, so $g^{\prime}=g a$. Applying the definition of $\mu$ and the homomorphism property,

$$
\mu\left(g^{\prime} A\right)=f\left(g^{\prime}\right)=f(g a)=f(g) f(a) .
$$

Recall that $a \in A=\operatorname{ker} f$, so $f(a)=\boldsymbol{q}_{H}$. Substitution gives

$$
\mu\left(g^{\prime} A\right)=f(g) \cdot \Omega_{H}=f(g)=\mu(g A) .
$$

Hence $\mu\left(g^{\prime} A\right)=\mu(g A)$ and $\mu(X)$ is well-defined.

Is $\mu$ a homomorphism? Let $X, Y \in G / A$; we can represent $X=g A$ and $Y=g^{\prime} A$ for some $g, g^{\prime} \in G$. We see that

$$
\begin{aligned}
\mu(X Y) & =\mu\left((g A)\left(g^{\prime} A\right)\right) & & \text { (substitution) } \\
& =\mu\left(\left(g g^{\prime}\right) A\right) & & \text { (coset multiplication) } \\
& =f\left(g g^{\prime}\right) & & \text { (definition of } \mu) \\
& =f(g) f\left(g^{\prime}\right) & & \text { (homomorphism) } \\
& =\mu(g A) \mu\left(g^{\prime} A\right) . & & \text { (definiition of } \mu)
\end{aligned}
$$

Thus $\mu$ is a homomorphism.
Is $\mu$ one-to-one? Let $X, Y \in G / A$ and assume that $\mu(X)=\mu(Y)$. Represent $X=g A$ and $Y=g^{\prime} A$ for some $g, g^{\prime} \in G$; we see that

$$
\begin{aligned}
f\left(g^{-1} g^{\prime}\right) & =f\left(g^{-1}\right) f\left(g^{\prime}\right) & & \text { (homomorphism) } \\
& =f(g)^{-1} f\left(g^{\prime}\right) & & \text { (homomorphism) } \\
& =\mu(g A)^{-1} \mu\left(g^{\prime} A\right) & & \text { (definition of } \mu) \\
& =\mu(X)^{-1} \mu(Y) & & \text { (substitution) } \\
& =\mu(Y)^{-1} \mu(Y) & & \text { (substitution) } \\
& =\mathcal{q}_{H}, & & \text { (inverses) }
\end{aligned}
$$

so $g^{-1} g^{\prime} \in \operatorname{ker} f$. By hypothesis, $\operatorname{ker} f=A$, so $g^{-1} g^{\prime} \in A$. Lemma 5.43(CE3) now tells us that $g A=g^{\prime} A$, so $X=Y$. Thus $\mu$ is one-to-one.

Is $\mu$ onto? Let $h \in H$; we need to find an element $X \in G / A$ such that $\mu(X)=h$. By hypothesis, $f$ is onto, so there exists $g \in G$ such that $f(g)=h$. By definition of $\mu$ and substitution,

$$
\mu(g A)=f(g)=h
$$

so $\mu$ is onto.
We have shown that $\mu$ is an isomorphism; we still have to show that $f=\mu \circ \eta$, but the definition of $\mu$ makes this trivial: for any $g \in G$,

$$
(\mu \circ \eta)(g)=\mu(\eta(g))=\mu(g A)=f(g) .
$$

## Question 5.100.

Recall the normal subgroup $L$ of $\mathbb{R}^{2}$ from Exercises $4.14,5.38$, and 5.82 on pages 111,150 , and 165 , respectively. In Exercise 4.14 on page 111 you found an explicit isomorphism $L \cong \mathbb{R}$.
(a) Use the Isomorphism Theorem to find an isomorphism $\mathbb{R}^{2} / L \cong \mathbb{R}$.
(b) Argue from this that $\mathbb{R}^{2} / \mathbb{R} \cong \mathbb{R}$.
(c) Describe geometrically how the cosets of $\mathbb{R}^{2} / L$ are mapped to elements of $\mathbb{R}$.

Question 5.101.
Recall the normal subgroup $\langle-\mathbf{1}\rangle$ of $Q_{8}$ from Exercise 5.88 on page 167.
(a) Use Lagrange's Theorem to explain why $Q_{8} /\langle-\mathbf{1}\rangle$ has order 4.
(b) We know from Exercise 2.38 on page 50 that there are only two groups of order 4, the Klein 4 -group and the cyclic group of order 4 , which we can represent by $\mathbb{Z}_{4}$. Use the Isomorphism Theorem to determine which of these groups is isomorphic to $Q_{8} /\langle-\mathbf{1}\rangle$.

## Question 5.102.

Recall the kernel of a homomorphism, and that group homomorphisms are also monoid homomorphisms. These two definitions do not look the same, but in fact, one generalizes the other.
(a) Show that if $x \in G$ is in the kernel of a group homomorphism $f: G \rightarrow H$ if and only $(x, e) \in \operatorname{ker} f$ when we view $f$ as a monoid homomorphism.
(b) Show that $x \in G$ is in the kernel of a group homomorphism $f: G \rightarrow H$ if and only if we can find $y, z \in G$ such that $f(y)=f(z)$ and $y^{-1} z=x$.

## Question 5.103.

Fill in each blank of Figure 5.6 with the appropriate justification or statement.

Let $G$ and $H$ be groups, and $A \triangleleft G$.
Claim: If $G / A \cong H$, then there exists a homomorphism $\varphi: G \rightarrow H$ such that $\operatorname{ker} \varphi=A$.

1. Assume $\qquad$ .
2. By hypothesis, there exists $f$ $\qquad$ .
3. Let $\eta: G \rightarrow G / A$ be the natural homomorphism. Define $\varphi: G \rightarrow H$ by $\varphi(g)=$ $\qquad$ .
4. By ___ $\varphi$ is a homomorphism.
5. We claim that $A \subseteq \operatorname{ker} \varphi$. To see why,
(a) By ___, the identity of $G / A$ is $A$.
(b) By _ , $f(A)=\boldsymbol{q}_{H}$.
(c) Let $a \in A$. By definition of the natural homomorphism, $\eta(a)=$ $\qquad$ -
(d) By__,f $f(\eta))=\boldsymbol{g}_{H}$.
(e) $\mathrm{By}_{\ldots}, \varphi(a)=\boldsymbol{q}_{H}$.
(f) Since __, $A \subseteq \operatorname{ker} \varphi$.
6. We further claim that $A \supseteq \operatorname{ker} \varphi$. To see why,
(a) Let $g \in G \backslash$. By definition of the natural homomorphism, $\varphi(g) \neq$ $\qquad$ .
(b) By __, $f(\eta(g)) \neq g_{H}$.
(c) $\mathrm{By}_{\ldots}, \varphi(g) \neq \boldsymbol{g}_{H}$.
(d) By__, $g \notin \operatorname{ker} \varphi$.
(e) Since $g$ was arbitrary in $G \backslash A$, $\qquad$ .
7. We have shown that $A \subseteq \operatorname{ker} \varphi$ and $A \supseteq \operatorname{ker} \varphi$. By __, $A=\operatorname{ker} \varphi$.

Figure 5.6: Material for Exercise 5.103
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    Motivating example
    The Isomorphism Theorem

[^1]:    ${ }^{1}$ If you doubt me, ask the average A student in Calculus I for the definition of a derivative. Chances are you won't get it, but if you do, follow that up by asking him for the meaning. When I started my PhD studies, some of my classmates had earned their undergraduate degrees without ever writing a proof.

[^2]:    ${ }^{1}$ Not too many points, nor too large in value. It doesn't change the properties of the game, but you'd waste an awwwwful lot of time playing.

[^3]:    ${ }^{2}$ The game can be played so that players may not dance along the Forbidden Frontier, but it changes an important property of the game, as well as the algebraic parallel. I suppose it changes the linguistic parallels, too, but that's no quite so important. Not to me, anyway.

[^4]:    ${ }^{3}$ An amazing aspect of mathematics is that simple questions can lead to profound results in research!
    ${ }^{4}$ This is not the same as the previous point. Make sure you understand why.

[^5]:    ${ }^{5}$ Not everyone starts $\mathbb{N}$ with 0 , and some authors refer to $\{0,1,2,3, \ldots\}$ as the "whole numbers". While this can be confusing, it's not uncommon, and highlights how you have to pay careful attention to definitions.
    ${ }^{6}$ I've read somewhere (can't remember where) that textbooks originally indicated these sets with bold characters. Professors can't write bold at the blackboard, or at least not easily, so they resorted to doubling the letters. Textbooks nowadays have adopted the professors' notation.
    ${ }^{7}$ "Brevity is the soul of wit." - Shakespeare, Hamlet

[^6]:    ${ }^{8}$ Some authors use $\subset$, but other authors use $\subset$ when the two sets are equal, so we avoid $\subset$ altogether.

[^7]:    ${ }^{9}$ As you should know, a theorem asserts that a claim is always true. This is also true about lemmas, propositions and facts. Most of the assumptions involved are implicit rather than explicit. If we cannot explain convincingly that a claim is always true, we call it a conjecture. If you get far enough in your studies, you'll find that a lot of conjectures are themselves widely believed, though remain unproven, and mathematicians use in day-to-day life. Students, however, are not generally allowed to do this on purpose!

[^8]:    ${ }^{10}$ Dickson actually proved an equivalent statement.

[^9]:    ${ }^{11}$ This function is related to an important function in commutative algebra, called the Hilbert function, which measures a different phenomenon which we can visualize in a fashion similar to this one.

[^10]:    ${ }^{12}$ Not really. In my experience, the actual answer would be "two each, more or less," but as often happens in mathematics, we care more about the truth than about reality. That is not a typo!
    ${ }^{13}$ That's a lie. Find the lie. (Hint: It's a subtle detail.)

[^11]:    ${ }^{1}$ Depending on the set and operation, the identity could be the number 0 , the number 1 , a matrix, a function, or something elese entirely. When we don't know (and we often don't) we will use $я$ to stand for a generic identity. This letter which looks like a backwards $R$ is a Cyrillic letter "ya"; that already helps it stand out, but it has the added benefit that in some Slavic languages it means "I," which makes it apt for the "identity."

[^12]:    ${ }^{2}$ Many texts do not assume a ring has a multiplicative identity, but others do. We side with the latter for the sake of simpler exposition and theorems.
    ${ }^{3}$ Why can't we divide by zero? Basically, it doesn't make sense. Suppose that we could find a number $c$ such that $1 \div 0=c$. The very idea of division means that if $1 \div 0=c$, then $1=0 \cdot c$, but $0 \cdot c=0$ for any integer $c$, so we can't have $1=0 \cdot c$. We could replace 1 by any nonzero integer $a$, and achieve the same result. Admittedly, this reasoning doesn't apply to $0 \div 0$, but even that offends our notion of an operation! If we were to assign some $c=0 \div 0$, we would not be able to decide between $0 \div 0=1$ (since $0=0 \cdot 1$ ), $0 \div 0=2$ (since $0=0 \cdot 2$ ), $0 \div 0=3$ (since $0=0 \cdot 3$ ), and so forth. Then there is the matter of the grouping model of division; dividing $4 \div 0=c$ implies that there are exactly $c$ groups of 0 in 4, but no finite $c$ satisfies this assertion.

[^13]:    ${ }^{4}$ The definition uses the variables $x$ and $y$, but those are just letters that stand for arbitrary elements of $M$. Here $M=\mathbb{X}$ and we can likewise choose any two letters we want to stand in place of $x$ and $y$. It would be a very bad idea to use $x$ when talking about an arbitrary element of $\mathbb{X}$, because there is an element of $\mathbb{X}$ called $x$. So we choose $t$ and $u$ instead.

[^14]:    ${ }^{1}$ Notice that here we are replacing the $b$ in (B) with $a$. This is fine, since nothing in (B) requires $a$ and $b$ to be distinct.

[^15]:    ${ }^{1}$ Certain texts define a normal subgroup this way; that is, a subgroup $H$ is normal if every conjugate of $H$ is precisely $H$. They then prove that in this case, any left coset equals the corresponding right coset.

