
Hints to Exercises

Hints to Chapter 0

Exercise 0.22: Since you have to prove something for any subset of Z, give it a name: let S be any
subset of Z. Then explain why any two elements a, b ∈ S satisfy a < b , a = b , or a > b . If you
think about the definition of a subset in the right way, your proof will be a lot shorter than the
proof of Theorem 0.16.

Exercise 0.24: Try to show that a− b = 0.

Exercise 0.25: Use the definition of <.

Exercise 0.27: Let m, n be two smallest elements of S. Since m is a smallest element of S, what
do you know about m and n? Likewise, since n is a smallest element of S, what do you know
about m and n? Then. . .

Exercise 0.28: Here, “smallest” doesn’t mean what you think of as smallest; it means smallest
with respect to the definition. That is, you have to explain why there does not exist a ∈N such
that for all other b ∈N, we have a > b .

Exercise 0.29: This question is really asking you to find a new ordering ≺ of Q that is a linear
ordering and that behaves the same on Z as<. To define≺, choose p, q ∈Q. By definition, there
exist a, b , c , d ∈ Z such that p = a/b and q = c/d . What condition can you place on ad − b c
that would (a) order p and q , and (b) remain compatible with < in Z in case p, q ∈Z as well?

Exercise 0.44: Use Exercise 0.26(c).

Exercise 0.51: Pick an example n, d ∈Z and look at the resulting M . Which value of q gives you
an element of N as well? If n ∈N then you can easily identify such q . If n < 0 it takes a little
more work.

Hints to Chapter 1

Exercise 1.20: Don’t confuse what you have to do here, or what the elements are. You have to
work with elements of P (S); these are subsets of S. So, if I choose X ∈ P (S), I know that X ⊆ S.
Notice that I use capital letters for X , even though it is an element of P (S), precisely because
it is a set. This isn’t something you have to do, strictly speaking, but you might find it helpful
to select an element of X to prove at least one of the properties of a monoid, and it looks more
natural to select x ∈X than to select a ∈ x, even if this latter x is a set.

Exercise 1.22: To show closure, you have to explain how we know that the set specified in the
definition of lcm has a minimum.

Exercise 1.30: By Definition ??, you have to show that
• for any monoid M , M ∼= M (reflexive);
• for any two monoids M and N , if M ∼= N , then also N ∼= M (symmetric); and
• for any three monoids M , N , and P , if M ∼= N and N ∼= P , then M ∼= P (transitive).
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In the first case, you have to find an isomorphism f : M −→ M . In the second, you have to
assume that there exist isomorphisms f : M −→ N , then show that there exists an isomorphism
f : N −→M .

Hints to Chapter 2

Exercise 2.15: Remember that − means the additive inverse. So, you have to show that the
additive inverse of −x is x.

Exercise 2.18: Use substitution.

Exercise 2.19: Work with arbitrary elements of R2×2. The structure of such elements is

A =

�

a11 a12
a21 a22

�

where a11,a12,a21,a22 ∈R.

Exercise 2.23: At least one such monoid appears in the exercises to this section.

Exercise 2.27: You probably did this in linear algebra, or saw it done. Work with arbitrary
elements of Rm×m , which have the structure

A =
�

ai , j

�

i=1...m, j=1...m
.

Exercise 2.34:
(a) Try m = 2, and find two invertible matrices A,B such that (AB)

�

A−1B−1� 6= I2.
(b) Use the associative property to help simplify the expression (ab )

�

b−1a−1�.

Exercise 2.35: You may assume that composition of functions is associative in this problem.
(a) Use the fact that (F ◦ F ) (P ) = F (F (P )) to show that (F ◦ F ) (P ) = I (P ), and repeat

with the other functions.
(b) One of closure, identity, or inverse fails. Which?
(c) Add elements to G that are lacking, until all the properties are now satisfied.
(d) A clever argument would avoid a brute force computation.

Exercise 2.45: To rewrite products so that ρ never precedes ϕ, use Theorem 2.38. To show
that D3 satisfies the properties of a group, you may use the fact that D3 is a subset of GL (2),
the multiplicative group of 2× 2 invertiable matrices. Thus D3 “inherits” certain properties of
GL (2), but which ones? For the others, simple inspection of the multiplication table should
suffice.

Exercise 2.48:
(a) You may use the property that |P −Q|2 = |P |2 + |Q|2− 2P ·Q, where |X | indicates the

distance of X from the origin, and |X −Y | indicates the distance between X and Y .
(c) Use the hint from part (a), along with the result in part (a), to show that the distance

between the vectors is zero. Also use the property of dot products that for any vector X ,
X ·X = |X |2. Don’t use part (b).

Exercise 2.49: Let P = (p1, p2) be an arbitrary point in R2, and assume that ρ leaves it station-
ary. You can represent P by a vector. The equation ρ · ~P = ~P gives you a system of two linear
equations in two variables; you can solve this system for p1 and p2.
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Exercise 2.50: Repeat what you did in Exercise 2.49. This time the system of linear equations will
have infinitely many solutions. You know from linear algebra that in R2 this describes a line.
Solve one of the equations for p2 to obtain the equation of this line.

Exercise 2.61: Use the product notation as we did.

Exercise 2.62: Use Theorem 2.59.

Exercise 2.63: Look back at Exercise 2.31 on page 65.

Exercise 2.65: Use denominators to show that no matter what you choose for x ∈ Q, there is
some y ∈Q such that y 6∈ 〈x〉.
Exercise 2.66: One possibility is to exploit det (AB) = detA ·detB . It helps to know that R is not
cyclic (which may not be obvious, but should make sense from Exercise 2.65).

Hints to Chapter 3

Exercise 3.13: Start with the smallest possible subgroup, then add elements one at a time. Don’t
forget the adjective “proper” subgroup.

Exercise 3.16: Look at what L has in common with H from Example 3.8.

Exercise 3.19: Use Exercise 2.65 on page 83.

Exercise 3.21: Look at Exercise 3.18 on page 99.

Exercise 3.36: For (CE1), you have to show that two sets are equal. Follow the structure of the
proof for Theorem 3.27 on page 102. Take an arbitrary element of eH , and show that it also an
element of H ; that gives eH ⊆ H . Then take an arbitrary element of H , and show that it is an
element of eH ; that gives eH ⊇H . The two inclusions give eH = H .

As for (CE2) and (CE3), you can prove them in a manner similar to that of (CE1), or you can
explain how they are actually consequences of (CE1).

Exercise 3.49: Use Corollary 3.44 on page 107.

Exercise 3.50: See Exercises 2.63 on page 83 and 3.49.

Exercise 3.69: Theorem 3.56 tells us that the subgroup of an abelian group is normal. If you can
show that Dm (R) is abelian, then you are finished.

Exercise 3.71: It is evident from the definition that Z (G)⊆G. You must show first that Z (G)<
G. Then you must show that Z (G) ⊳G. Make sure that you separate these steps and justify each
one carefully!

Exercise 3.72: First you must show that H ⊆ NG (H ). Then you must show that H < NG (H ).
Finally you must show that H ⊳NG (H ). Make sure that you separate these steps and justify each
one carefully!

Exercise 3.73: List the two left cosets, then the two right cosets. What does a partition mean?
Given that, what sets must be equal?

Exercise 3.74(c): The “hard” way is to show that for all g ∈G, g [G,G] = [G,G] g . This requires
you to show that two sets are equal. Any element of [G,G] has the form [x, y ] for some x, y ∈G.
At some point, you will have to show that g [x, y ] = [w, z ] g for some w, x ∈ G. This is an
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existence proof, and it suffices to construct w and z that satisfy the equation. To construct them,
think about conjugation.

An “easier” way uses the result of Exercise 3.67, showing that g G′ g−1 = G′ for any g ∈ G.
Exercise 2.37 should help you see why g G′ g−1 ⊆ G′; to show the reverse direction, show why
any g ′ ∈G′ has the form g−1 [x g , y g ] g for any g ∈G, so g G′ g−1 ⊇G′.

Exercise 3.86: Use Lemma 3.29 on page 103.

Exercise 3.109: There are one subgroup of order 1, three subgroups of order 2, one subgroup of
order 3, and one subgroup of order 6. From Exercise 5.37 on page 161, you know that S3

∼= D3,
and some subgroups of D3 appear in Example 3.9 on page 98 and Exercise 3.18 on page 99.

Hints to Chapter 4

Exercise 4.15(b): Generalize the isomorphism of (a).

Exercise 4.25: Use the Subgroup Theorem along with the properties of a homomorphism.

Exercise 4.22: For a homomorphism function, think about the equation that describes the points
on L.

Exercise 4.23: Since it’s a corollary to Theorem 4.9, you should use that theorem.

Exercise 4.25: Denote K = ker f . Show that g K g−1 = K for arbitrary g ∈G; then Exercise 3.67
applies. Showing that g K g−1 ⊆ K is routine. To show that g K g−1 ⊇ K , let k ∈ K ; by closure,
g−1k g = x for some x ∈ G. Show that x ∈ K , then rewrite the definition of x to obtain
k ∈ g K g−1.

Exercise 4.28: Use induction on the positive powers of g ; use a theorem for the nonpositive
powers of g .

Exercise 4.29(b): Let G = Z2 and H = D3; find a homomorphism from G to H .

Exercise 4.30: Recall that

f (A) = {y ∈H : f (x) = y ∃x ∈A} ,

and use the Subgroup Theorem.

Exercise 4.31(b): See the last part of Exercise 4.29.

Exercise 4.49(a): Consider f : R2→R by f (a) = b where the point a = (a1,a2) lies on the line
y = x + b .

Exercise 4.50(b): You already know the answer from Exercise 3.64 on page 113; find a homomor-
phism f from Q8 to that group such that ker f = 〈−1〉.
Exercise 4.64: Use some of the ideas from Example 4.54(c), as well as the Subgroup Theorem.

Exercise 4.66: We can think of D3 as generated by the elements ρ and ϕ, and each of these
generates a non-trivial cyclic subgroup. Any automorphism α is therefore determined by these
generators, so you can find all automorphisms α by finding all possible results for α (ρ) and α (ϕ),
then examining that carefully.
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Hints to Chapter 5

Exercise 5.33: Life will probably be easier if you convert it to cycle notation first.

Exercise 5.36: List the six elements of S3 as
�

1
�

, α, α2, β, αβ, α2β, using the previous exercises
both to justify and to simplify this task.

Exercise 5.37: Show that f is an isomorphism either exhaustively (this requires 6×6 = 36 checks
for each possible value of f

�

ρaϕb
�

), or by a clever argument, perhaps using using the Isomor-
phism Theorem (since D3/ {ι} ∼= D3).

Exercise 5.40: Try computing α ◦β and β ◦α.

Exercise 5.72: Lemma 5.61 tells us that any permutation can be written as a product of cycles, so
it will suffice to show that any cycle can be written as a product of transpositions. For that, take
an arbitrary cycle α=

�

α1 α2 · · · αn

�

and write it as a product of transpositions, as suggested
by Example 5.60. Be sure to explain why this product does in fact equal α.

Exercise 5.73: You can do this by showing that any transposition is its own inverse. Take an
arbitrary transposition α=

�

α1 α2
�

and show that α2 = ι.

Exercise 5.75: Let α and β be arbitrary cycles. Consider the four possible cases where α and β
are even or odd.

Exercise 5.76: See a previous exercise about subgroups or cosets.

Exercise 5.80: Use the same strategy as that of the proof of Theorem 5.79: find the permuta-
tion σ−1 that corresponds to the current confiuration, and decide whether σ−1 ∈ A16. If not,
you know the answer is no. If so, you must still check that it can be written as a product of
transpositions that satisfy the rules of the puzzle.

Hints to Chapter 6

Exercise 6.23: At least you know that gcd (16,33) = 1, so you can apply the Chinese Remainder
Theorem to the first two equations and find a solution in Z16·33. Now you have to extend your
solution so that it also solves the third equation; use your knowledge of cosets to do that.

Exercise 6.14: Since d ∈ S, we can write d = am + b n for some a, b ∈Z. Show first that every
common divisor of m, n is also a divisor of d . Then show that d is a divisor of m and n. For this
last part, use the Division Theorem to divide m by d , and show that if the remainder is not zero,
then d is not the smallest element of M .

Exercise 6.34: Use the properties of prime numbers.

Exercise 6.62: Consider Lemma 6.39 on page 194.

Exercise 6.65(c): Using the Extended Euclidean Algorithm might make this go faster. The proof
of the RSA algorithm outlines how to use it.

Exercise 6.66:
(b) That largest number should come from encrypting ZZZZ.
(d) Using the Extended Euclidean Algorithm might make this go faster. The proof of the RSA

algorithm outlines how to use it.
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Exercise 6.67: There are a couple of ways to argue this. The best way for you is to explain why
there exist a, b such that a p + b q = 1. Next, explain why there exist integers d1, d2 such that
m = d1a and m = d2b . Observe that m = m · 1 = m · (a p + b q). Put all these facts together to
show that ab | m.

Hints to Chapter 7

Exercise 7.13: The cases where n = 0 and n = 1 can be disposed of rather quickly; the case where
n 6= 0,1 is similar to (a).

Exercise 7.15:
(a) This is short, but not trivial. You need to show that (−r ) s + r s = 0R. Try using the

distributive property.
(b) You need to show that −1R · r + r = 0. Try using a proof similar to part (a), but work in

the additive identity as well.

Exercise 7.16: Proceed by contradiction. Show that if r ∈ R and r 6= 0,1, then something goes
terribly wrong with multiplication in the ring.

Exercise 7.17: Use the result of Exercise 7.16.

Exercise 7.18: You already know that (B ,⊕) is an additive group, so it remains to decide whether
∧ satisfies the requirements of multiplication in a ring.

Exercise 7.33: Use the definition of equality in this set given in Example 7.24. For the first
simplification rule, show the equalities separately; that is, show first that (ac)/ (b c) = a/b ;
then show that (ca)/ (c b ) = a/b .

Exercise 7.34: For the latter part, try to find f g such that f and g are not even defined, let alone
an element of Frac (R).

Exercise 7.49: Proceed by induction on deg f . We did not say that r was unique.

Exercise 7.56: Showing that ϕ is multiplicative should be straightforward. To show that ϕ is
additive, use the Binomial Theorem

(x + y)n =
n
∑

i=0

�

n

i

�

xnyn−i

along with the fact that p is irreducible.

Exercise 7.67: Z [x ] is a subring of what Euclidean domain? But don’t be too careless–if you can
find the gcd in that Euclidean domain, how can you go from there back to a gcd in Z [x ]?

Exercise 7.68: Since it’s a field, you should never encounter a remainder, so finding a valuation
function should be easy.

Exercise 7.69: There are two parts to this problem. The first is to find a “good” valuation function.
The second is to show that you can actually divide elements of the ring. You should be able to do
both if you read the proof of Theorem 7.57 carefully.

Exercise 7.70: For correctness, you will want to show something similar to Theorem 6.8 on
page 182.
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Exercise 7.71(a,iii): A system of equations could help with this latter division.

Hints to Chapter 8

Exercise 8.16: Use the Division Theorem for Integers (Theorem 0.34).

Exercise 8.18: The Extended Euclidean Algorithm (Theorem 6.8 on page 182) would be useful.

Exercise 8.23: For part (b), consider ideals of Z.

Exercise 8.37: Show that if there exists f ∈ F [x, y ] such that x, y ∈ 〈 f 〉, then f = 1 and 〈 f 〉 =
F [x, y ]. To show that f = 1, consider the degrees of x and y necessary to find p, q ∈ F [x, y ] such
that x = p f and y = q f .

Exercise 8.38: Use the Ideal Theorem.

Exercise 8.48: Follow the argument of Example 8.43.

Exercise 8.63:
(c) Let g have the form c x + d where c , d ∈ C are unknown. Try to solve for c , d . You will

need to reduce the polynomial f g by an appropriate multiple of x2 + 1 (this preserves the
representation ( f g )+ I but lowers the degree) and solve a system of two linear equations
in the two unknowns c , d .

(e) Use the fact that x2 + 1 factors in C [x ] to find a zero divisor in C [x ]/



x2 + 1
�

.

Exercise 8.64: Try the contrapositive. If F [x ]/ 〈 f 〉 is not a field, what does Theorem 8.57 tell
you? By Theorem 7.69, F [x ] is a Euclidean domain, so you can find a greatest common divisor
of f and a polynomial g that is not in 〈 f 〉 (but where is g located?). From this gcd, we obtain a
factorization of f .

Or, follow the strategy of Exercise 8.63 (but this will be very, very ugly).

Exercise 8.65:
(a) Look at the previous problem.
(b) Notice that

y
�

x2 + y2−4
�

+ I = I

and x (xy−1) + I = I . This is related to the idea of the subtraction polynomials in later
chapters.

Exercise 8.80: Use strategies similar to those used to prove Theorem 4.9 on page 129.

Exercise 8.83: Follow Example 8.75 on page 260.

Exercise 8.84: Multiply two polynomials of degree at least two, and multiply two matrices of the
form given, to see what the polynomial map should be.

Exercise 8.85(d): Think about i =
p
−1.

Hints to Chapter 10

Exercise 10.13: You could do this by proving that it is a subring of C. Keep in mind that
�p
−5
��p
−5
�

=−5.

Exercise 10.37(d): Proceed by induction on n.
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Exercise 10.41: Think of a fraction field over an appropriate ring.

Hints to Chapter 11

Exercise 11.61(b): Use part (a).

Exercise 11.62(c): Don’t forget to explain why 〈G〉 = 〈Gminimal〉! It is essential that the S-poly-
nomials of these redundant elements top-reduce to zero. Lemma 11.54 is also useful.
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absorption, 51
addition

with polynomials, 224
additive identity, 212
algorithm

Euclidean, 233
algorithms

Chinese Remainder Theorem
simple version, 187

Euclidean, 179, 234
Extended Euclidean Algorithm, 182
Fast Exponentiation, 201
proving, 181
RSA, 203

alternating group, 173
ascending chain

condition, 245
of ideals, 245

ascending chain condition, 55
automorphism, 126, 144
automorphism group, 146

basis, 87
of an ideal, 239

Bezout
Bezout’s Identity, 182
Bezout’s Lemma, 182

bijection, 45
bivariate, 223
Boolean

and, 215

Cartesian product, 5
Cayley table, 60
center, 278
centralizer, 115, 278
characteristic of a ring, 289
Chinese Remainder Theorem

algorithm, 187
Z, 188
simple version, 185

class, 19

classes, 6
clockwork group, 119
coefficient, 222
column vectors, 21
common divisor, 233
commutator, 66, 116, 123
commutator subgroup, 116, 123
complex plane, 88, 268
conjugation, 66, 113, 144
constant, 221
constant polynomial, 223
coset, 101
cover, 6
cycle, 153

n-cycle, 170
disjoint, 156

cyclic group, 65, 77

degree, 223
determinant, 26
dimension, 21, 87
direct product, 63
dividend, 15, 230
divides, 15, 233
divisible, 15, 233
divisor, 15, 230

common, 178, 233
greatest common, 178

domain
Euclidean, 232
integral, 216
principal ideal domain, 243

elimination ideal, 356
equivalence relation, 6
Euclidean algorithm, 179, 233, 234
Euclidean domain, 232
Euler’s Theorem, 199, 297
Euler’s ϕ-function, 199
evaluation map, 264
exponent vector, 327
Extended Euclidean algorithm, 182
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extension
ring, 215, 301

factorization, 192
fast exponentiation, 201
Fermat’s Little Theorem, 300
field, 216

of fractions, 220
field of fractions, 220
function, 6, 44

inverse, 13
Fundamental Theorem of Arithmetic, 192

Galois group, 275
Galois Theory, 291
Galois, Évariste, 125
generator, 53, 77
gralex, 328
Gröbner basis

d -Gröbner basis, 369
greatest common divisor, 233, 287
grevlex, 325
ground ring, 222
group, 58

additive, 59
alternating, 110
clockwork, 119
cyclic, 65, 77
dihedral, 164
group of conjugations, 145
Klein four-group, 65
multiplicative, 59
properties, 58
quotient, 253
solvable, 121
symmetric group, 151
under addition, 59
under multiplication, 59

group homomorphism, 126

Hawking, Stephen, 125
homogeneous, 347
homomorphism, 25, 126

image, 127
ring, 256

Homomorphism Theorem, 132

ideal, 236
basis, 239
elimination, 356
generated by elements of a ring, 239
radical, 242

idempotent, 216
identity, 39, 58
image, 45
image of a homomorphism, 127
inclusion, 4
indeterminate, 221
induction, 10
integers, 4

positive, 4
integral domain, 216
invariant, 27
inverse, 23, 58

matrix, 23
inverse function, 13
irreducible

integer, 190
isomorphic, 45
isomorphism, 126, 128
isomorphisms, 256

kernel, 26, 126, 131

lattice, 5
lcm, 18, 334
leading variable of a linear polynomial, 317
least common multiple, 334
lexicographic term ordering

for monomials, 322
for variables, 317

linear ordering, 9
linear transformation, 24

Macaulay matrix, 347
matrix, 21

column, 21
dimension, 21
invertible, 23
square, 21
transpose, 21

mod, 117
module, 373
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modulo, 117
monoid, 39
monomial, 222

diagram, 326
ordering, 322

monomial diagram, 326
multiplication

with polynomials, 224
multiplication principle, 151
multivariate, 223

natural homomorphism, 141
natural numbers, 4
Noetherian

monoid, 55
nonsingular, 27
normal series, 121
normal subgroup, 109
normalizer, 115

one-to-one, 12
onto, 12
operation, 7

Boolean or, 41
Boolean xor, 42

order
of a group, 59
of an element, 81

ordering
admissible, 325
graded lexicographic, 328
graded reverse lexicographic, 325
lexicographic, 322
linear, 9
monomial, 322
of Z, 8
well, 9

permutation, 148
cycle notation, 153
piecewise function notation, 149
tabular notation, 150

permutations, 148
even, 173
odd, 173

polynomial, 222

constant, 223
vanishing, 223

positive integers, 4
power set, 42
preimage, 127
prime, 191
primitive nth root of unity, 92
principal ideal domain, 243

quaternions, 29, 93
quotient, 15, 230
quotient group, 112, 250

relation to quotient rings, 236
quotient rings, 236

rational numbers, 15
real numbers, 15
redundant elements (of a Gröbner basis), 342
relation, 6
remainder, 15, 230
ring, 212

commutative, 213
ground, 222
Noetherian, 245
unity, 213

ring extension, 215, 301
root, 84, 237

of unity, 89
primitive nth root of unity, 92

semigroup, 211
sign function, 175
singular, 27
solvable group, 121
stationary, 153
subgroup

commutator, 116, 123
subtraction polynomial, 388
symmetric polynomial, 271
symmetry, 69

tabular notation, 150
term, 222
theorems (named)

Bezout’s Lemma, 182
Cayley’s Theorem, 166
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Chinese Remainder Theorem, 185, 187,
188

Division Theorem
for integers, 13
for polynomials, 230

Elimination Theorem, 356
Euclidean algorithm, 179, 234
Euler’s Theorem, 199, 297
Extended Euclidean Algorithm, 182
Fast Exponentiation, 201
Fermat’s Little Theorem, 300
Fundamental Theorem of Arithmetic, 192
Hilbert Basis Theorem, 246
Hilbert’s Nullstellensatz, 354
Hilbert’s Weak Nullstellensatz, 351
Homomorphism Theorem, 132
Ideal Theorem, 239
Lagrange’s Theorem, 106
RSA algorithm, 203
Subgroup Theorem, 96
Subring Theorem, 214

top-reduction, 336

total degree, 222
tower of fields, 276
transposition, 170
triangular form (linear systems), 317

unity, 213
univariate, 223

valuation function, 232
vanishing polynomial, 223
variable, 221
variety, 351
vector space, 24, 87

weighted vectors, 329
well ordering, 9
well-defined, 108

xor, 42

zero divisor, 195
zero divisors, 216
zero product property, 212
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