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Problem

Find a sufficient and necessary criterion on the leading terms of polynomials f1, f2, . . . , fm

that detects a chain condition in Gröbner basis computation.

1 Background

≺: admissible term ordering
lt ( f ) , lc ( f ): leading term, coefficient of f with respect to ≺

1.1 S-Polynomials

The S-polynomial of f1, f2 ∈C
�

x1, x2, . . . , xn

�

with respect to ≺:

S( f1, f2) = σ1,2 f1−σ2,1 f2

where

σi , j = lc
�

f j

� lcm
�

lt
�

fi

�

, l t f j

�

lt
�

fi

� .

(Leading terms of σ1,2 f1 and σ2,1 f2 cancel!)

1.2 S-Polynomial Representations [2, 3, 1]

An S-polynomial representation [modulo F =
�

f1, f2, . . . , fm

�

] wrt ≺:

S( f1, f2) = h1 f1+ h2 f2+ · · ·+ hm fm

where hk 6= 0 implies lt
�

hk

�

lt
�

fk

�

≺ lcm (lt ( f1) , lt ( f2)). (Similar to t -representations in [1].
Typically omit “modulo F ”.)

Theorem. (A) iff (B) where

(A) F =
�

f1, f2, . . . , fm

�

is a Gröbner basis

(B) S( fi , f j ) has a representation for all i , j : 1≤ i < j ≤ m.

1.3 Buchberger’s Criteria

Given terms t1, tk , tm

• BC1(t1, tm) := t1, tm relatively prime?
(the first criterion)

• BC2(t1, tk , tm) := tk divides lcm
�

t1, tm

�

?
(the second criterion)

Theorem. Let F =
�

f1, f2, . . . , fm

�

. Then (A) and (B) where

(A) If lt ( f1) and lt
�

fm

�

satisfy Buchberger’s first criterion,
(A) then S( f1, fm) has a representation.

(B) If lt ( f1) , lt
�

fk

�

, and lt
�

fm

�

satisfy Buchberger’s second criterion (for some 1≤ k ≤ m),
(B) then (B1)⇒(B2) where

(B) (B1) S( f1, fk) and S( fk , fm) have representations;

(B) (B2) S( f1, fm) has a representation.

2 Results

2.1 Chain Condition

For terms t1, t2, . . . , tM and polynomials F =
�

f1, f2, . . . , fm

�

:

Chain_Condition (t1, t2, . . . , tM ; m)

iff

S( f1, f2) has representation
S( f2, f3) has representation

...
S( fM−1, fM ) has representation















=⇒ S( f1, fM ) has representation.

2.2 Facts [2, 3, 5]
�

BC1(t1, tM ) or BC2(t1, tk , tM )
for all k : 1 6= 1, m

�

=⇒ Chain_Condition (t1, t2, . . . , tM ; m)

but
�

BC1(t1, tM ) or BC2(t1, tk , tM )
for all k : 1 6= 1, m

�

⇐=6 Chain_Condition (t1, t2, . . . , tM ; m).

What C such that

C(t1, t2, . . . , tM ) ⇐⇒ Chain_Condition (t1, t2, . . . , tM ; m)?

2.3 Results [6]

Fewer leading terms examined than polynomials? BC necessary.

Theorem 1. If M < m, then (A) iff (B) where
(A) Chain_Condition (t1, t2, . . . , tM ; m);

(B) BC1(t1, tM ) or BC2(t1, tk , tM ) for all k : 1≤ k ≤M.

All leading terms examined? Generalization of BC exists!

Definition. The Extended First Criterion is [ (EC_div) and (EC_var) ] where

(EC_div) gcd(t1, tm) divides tk for all k = 2,3, . . . , m− 1.
(EC_var) for all x,
(EC_var) for all x, degx gcd(t1, tm) = 0, or
(EC_var) for all x, degx t1 ≤ degx t2 ≤ · · · ≤ degx tm , or
(EC_var) for all x, degx t1 ≥ degx t2 ≥ · · · ≥ degx tm .

EC(t1, t2, . . . , tm) := (EC_div)(t1, t2, . . . , tm) and (EC_var)(t1, t2, . . . , tm).

Theorem 2. If M = m, then (A) iff (B) where
(A) Chain_Condition

�

t1, t2, . . . , tm; m
�

;

(B) EC(t1, t2, . . . , tm) or BC2(t1, tk , tm) for all k : 1≤ k ≤ m.

3 Analysis

Not only must gcd(t1, tm) divide all the intermediate terms (EC_div), but the degrees of com-
mon variables must follow a monotonic sequence (EC_var). Not too restrictive for m = 3 or
m = 4, but the Extended First Criterion becomes less useful as m increases.

4 Illustration, Examples

Let t1 = x5z , tm = y4z3:
Locations for terms in BC2 chains Locations for terms in EC chains
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Suppose F = ( f1, f2, f3) where

• lt ( f1) = x5z , lt ( f2) = x7z2, and lt ( f3) = y4z3;

• S( f1, f2) and S( f2, f3) have representations.

Easy to verify that leading terms satisfy Extended First Criterion, though they do not satisfy
Buchberger’s Criteria.

• By Theorem 2, S( f1, f3) has a representation.

• By Theorem 1, it might not if F = ( f1, f2, f3, f4).
(Did not check all leading terms⇒ Can only rely on BC! Counterexamples easy!)

Cute Corollary. If F = ( f1, f2, . . . , fm ) and for all k = 1,2, . . . , m we have lt
�

fk

�

= uk g where
gcd(ui , u j g ) = 1 for all i 6= j , then we can decide whether F is a Gröbner basis by checking only
m− 1 S-polynomials.
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ABSTRACT

In addition to his algorithm to compute Gröbner bases, Buchberger has developed two criteria that allow one to detect when a critical step of the algorithm—reduction to zero—is unnecessary. Due to its structure, the second
criterion is often called a chain condition. The first criterion can also be viewed as a chain condition.

It is natural to ask whether these two sufficient criteria are also necessary for the chain condition. It has recently been shown that they are not. This poster presents a criterion that generalizes the chain condition
in a way that is necessary as well as sufficient. It gives some examples where this criterion detects reduction to zero that Buchberger’s criteria would not detect, as well as examples where this criterion does not detect reduction
when one might expect. It concludes with a very superficial analysis of how useful the criterion would be in practical use.


